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PREFACE

In this book I have endeavoured to show how pure puzzles (that is,
puzzles which differ from crosswords, word-play riddles and the like,
in that they are not limited to one or more specific languages) can be
solved by systematic trial, with the maximum possible assistance from
reasoning. This reasoning may often shorten the solving time con­
siderably. Sometimes the reduction is due to the puzzle being put in a
simpler form; we may invert it, for example, and solve it backwards.
In many cases the solution of the puzzle is found by breaking it up
into simpler puzzles; this is a very important strategy, which plays a
significant role in mathematics, too. Much attention has been given
not only to puzzles, but also to puzzle games (for two players) and
their complete analysis. This topic is developed by various worked
examples, which include the game ofnoughts and crosses (also known
by the name of ticktacktoe) .

Also, those parts of mathematics that are of importance for puzzles
have been treated as simply as possible, avoiding algebraic formulae.
In the front rank of these is the enumeration of possible cases, the
so-called theory of permutations and combinations {§§125-130); I
have tried to make this accessible even to non-mathematicians
through a treatment based on examples. This theory is indispensable
for the determination of the number of solutions for various puzzles­
and frequently for the solution itself, too-while it also plays an
important role in the preeminently interesting theory of probability.
The basic theorems for calculating probabilities are discussed in
detail and exhaustively, again without formulae, while numerous
applications have been made, especially to games (§§131-164). I have
also considered it a good idea to develop in a simple way (as with
probability theory, giving historical details) the concept of a number
system (§§78-88), because this, too, is applied in various puzzles and
games, e.g., in the weight puzzle (§§89-91) and in the particularly
enjoyable game of nim (§§113-123), which is played with piles of
matches.

In Chapter XV, I give a short discussion of the basic ideas of
mechanics. I have done this to be able to mention some simple­
sounding, but really not so simple questions on the motion of objects,
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among which are some questions that even a professional is likely to
answer incorrectly. In addition, a few interesting phenomena of
motion have been mentioned. Here I hope to have contributed
toward dispelling the idea that mechanics has to be a dry subject.

Only here and there has use been made of algebraic formulae,
and even then to a very modest extent. The sections in which this
occurs have been marked with an asterisk; they can be omitted. Some
sections in which the puzzles or the arguments are somewhat difficult
have also been marked with an asterisk. So the reader should judge
for himself whether he wishes to skip these sections or, perhaps, even
give them special attention.

Many of the puzzles in this book and various of the puzzle games
are original. However, all sorts ofwell-known puzzles and games have
been treated as well, but even these have been elucidated in as
original a way as possible.

The original puzzles that seem to me to be most successful include:
numbers which are written with the same digits as one of their

multiples (§§23-28);
the domino puzzles with the smallest and with the largest numbers

of corners (§§37-39);
the multiplication sum with two digits 0, two digits 1, two digits 2,

and so on (§§235-237);
the puzzle of sixteen numbers in a square with 24 prime sums

(§§244-247) ;
the puzzle of the multiples of 7 with the maximum product

(§§250-254) ;
the multiplication puzzle which involves the first line of the

quotation on page vi (§255);
the repeating division puzzle (§258);
the puzzle with the eight dice (§§263 and 264) ;
the broken lines across sixteen dots in a square (§§274 and 275);
the road puzzle with concentric circles (§§289 and 292) ;
the counting-out puzzle 1-2-3 (§§301 and 304).
Among the original puzzle games I would like to mention the

5-subtraction game (§222); the modified subtraction game (§§225­
228); the Game of the Dwarfs or "Catch the Giant!" (§§170-180),
a simplified version of the soldiers' game which, notwithstanding its
extreme simplicity, is not easy at all; as likewise another game that
is played on the same board and with the same pieces as the soldiers'
game (§ 191 ). I can also instance various games with piles of matches
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(§§101-112) and an extension of the game of nim (§§122-123). I
shall confine myself to these examples, although I could mention
many other original puzzles.

I take this opportunity to express my thanks to my assistant,
Mr. W. T. Bousche, who did most of the drawings, and to my pupil
Mr. M. L. van Limborgh, who did some of the others; their work
leaves nothing to be desired. To my former pupil Mr. J. Ploeg, M.E.,
thanks are due for some suggestions in the field of mechanics. I also
thank my friends Mr. J. C. N. Graaftand, M.E., Mr. J. Spanjersberg,
M.A., and Mr. L. A. de Vries for proofreading; their suggestions
have led to many an improvement. I am very grateful to the
Publisher, who has taken pains to provide an attractive format.

FRED. SCHUH

The Hague, Autumn 1943
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Chapter I:

HINTS FOR SOLVING PUZZLES

1. VARIOUS KINDS OF PUZZLES

I. Literary puzzles. There is a great difference between various
puzzles, not only in their difficulty, but also in their essential nature.
According to their character we can divide puzzles into two classes,
which we shall call literary puzzles and pure puzzles.

To the literary puzzles belong crosswords, word-play riddles,
proverbs that have to be guessed from certain data, and the like. Of
course, skill in solving this kind of puzzle does depend on inborn
shrewdness, but still more on knowledge of words and often also on
geographical and historical knowledge. This knowledge can be
supplemented to a large extent by using an atlas and, especially, an
encyclopedia. However, if you do not have the necessary simple
knowledge (of proverbs, of less common expressions, etc.), you
will not succeed in cracking a somewhat difficult literary puzzle,
because you will not be able to use the appropriate aids sufficiently
well.

The peculiarity of a literary puzzle is that there is no sure way to
attain the answer. You must have a flash of inspiration, or have the
luck to guess a phrase from a few fragments, or something of the sort.
Also, with puzzles of this kind (unless they are very easy) you can
never know for certain that the solution found is the intended one,
and whether it is the only solution, since trying out all possibilities
is so time-consuming that, in many cases, this would take years
(sometimes even centuries). However, usually you will have practical
certainty that the intended solution has been found. For example, if
part of the task is to find a proverb of some definite length, it would
be extremely improbable that there was another proverb of precisely
the same length which would also satisfy all given conditions, so
improbable that the chance of this can be completely neglected (even
though it cannot be numerically estimated).

There is a certain kind of literary puzzle where it is impossible to
be sure of having obtained the best solution. As an example, suppose



2 I: HINTS FOR SOLVING PUZZLES

that it is required to compose a sentence of as many words as possible
which all begin with the same letter. A second example is the problem
of forming the longest possible closed chain ofwords with the property
that the last syllable of each word is the same as the first syllable of
the next word. Also, with a puzzle of this kind, the poser is under no
obligation to have a more or less suitable solution available.

It is hardly or not at all possible to make general remarks (by way
of advice) about the solution ofliterary puzzles, passing beyond what
is done automatically by anyone who regularly solves such puzzles.
So we shall not occupy ourselves with these puzzles any further.
2. Pure puzzles. While a literary puzzle is linked to a definite
language, or sometimes to a few languages, this is not the case with a
pure puzzle. With a pure puzzle, the question can be translated into
any language, without the nature of the puzzle changing in any way.
When solving a literary puzzle, you need some information that you
cannot deduce on your own. With a pure puzzle, too, you often have
to have a fund of knowledge, but this is mostly of such a nature that
you yourself can discover what you need, if you are sufficiently
intelligent.

A pure puzzle usually has a numerical, sometimes also a more or
less geometrical content. The puzzle can be solved by pure reasoning
alone. It is also typical of such a puzzle that it can always be decided
with certainty whether the solution is correct. In many cases this can
be determined easily and it is then practically out of the question that
a wrong solution will be accepted in place of the correct one. Usually
either you do not find a proper solution, or else you obtain the correct
solution (or, it may be, one of the correct solutions), although it is
always possible that persons lacking in self-criticism will consider a
wrong solution to be correct. .

Yet there is a kind of pure puzzle where an incorrect solution can
be mistaken for a correct one, without this implying lack of self­
criticism. As an example we mention the case of a puzzle which has
more than one solution, where all solutions are required. It may also
happen that the solution is required to be one for which a certain
number (for example, the number of corners in a figure to be formed
from dominoes that fit together in a certain manner) is as large or as
small as possible. In such a case, the pos~ibility exists that something
has been overlooked, so that some solutions are found, but not all the
solutions. The solution for which the number in question is maximum
or minimum might happen to be among the solutions that have been
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overlooked; the supposed solution is then incorrect, without this
necessarily implying a lack of intelligence.

Another example of the same nature occurs when the problem
requires the smallest number of operations (for example, in moving
cubes) by which a certain result (for example, a given final position
of the cubes) can be obtained. We call these operations "moves."
In a case like this it may happen that a certain move has been over­
looked, or discarded too quickly because, considered superficially, it
seemed unpromising.
3. RelDarks on pure puzzles. No very sharp line can be drawn
between pure puzzles and formal mathematics. In mathematics, too,
questions occur that have more or less the character of a puzzle.
Whether one spLaks of a mathematical problem or of a puzzle, in
such a case, depends on the significance of the question (and, to some
extent, also on the nature of the reasoning that leads to the solution) ;
and it is partially a matter of taste as well. On the other hand, there
are problems that impress everyone as puzzles, but which still allow a
fruitful application of mathematics (in particular, of arithmetic).
The greater your skill in arithmetic, the less time it will take you to
find the solution. The puzzles with squares in §§229 and 230 provide
a striking example of this.

A puzzle can be considered as uninteresting when the data and the
question can without difficulty be put into the form of equations by
anyone who has some knowledge of algebra, to let the unknown(s)
be found from solution of the equation(s). A mathematician is not
in the least interested in such a puzzle, whereas a good puzzle should
satisfy the requirement that it can arouse an experienced mathe­
matician's interest, too. As an example of a puzzle which ought rather
to be called a dull problem in algebra, let John ask Peter to think of a
number, add 15 to it, multiply the sum by 3, subtract 6 from the
product, and divide the difference by 3. Peter then has to announce
the quotient, after which John is to determine what number Peter
had thought of. Obviously it is 13 less than the quotient mentioned
by Peter. The puzzle may be modified by requiring Peter to subtract
his first number from the quotient obtained. Without Peter needing
to say anything, John will then be able to say that the final result is 13;
however, now it is impossible for John to know what number Peter
had thought of, since every number leads to 13 after the operations in
question.

How little interest these puzzles have, is also evident from the fact
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that they can be varied endlessly. One can make them as complicated
as one pleases, and also allow the other person to think of more than
one number.
4. Puzzle gaines. We imagine a game that is played by two persons,
John and Peter; we assume that luck plays no part (no more than
with chess or draughts). John and Peter make moves in turn, and the
winner is the one who succeeds in achieving a certain result. Often
such a game is so complicated (again I mention chess and draughts)
that it is impossible for a human being to analyze it completely. The
game is then different from a puzzle; making a complete analysis
could be called a puzzle, but as this puzzle is unsolvable (in the sense
that it is too difficult), it has to be left out of consideration.

If the game is so simple that it can have a complete analysis, we
speak of a puzzle game. As an example we mention the well-known
children's game of noughts and crosses, which will be discussed in
Chapter III. This will show that surprisingly many elegant combina­
tions are contained even in such a seemingly very simple game. The
laboriousness of the complete treatment of this game shows quite
clearly the impossibility of similarly disposing of much more compli­
cated games like chess and draughts. Chapter III can further
be considered as an example of a complete analysis of a puzzle
game.

The interest of a puzzle game is, of course, lost when both players
have seen through it completely. However, a game like chess will
never lose interest in this way, although several puzzles and puzzle
games can be derived from it. An endgame that is not too complicated
can be considered as a puzzle game. A related puzzle is the problem
of the smallest number of moves in which mate (or sometimes the
promotion of a pawn) can be enforced by White; here it is assumed, of
course, that Black puts up the strongest possible defense, playing in
such a way that the number of moves becomes as large as possible.

The last-named puzzle offers another example of a case in which
one can easily mistake an incorrect answer for a correct one (cf. §2).
For, in a not too simple endgame, it may very well happen that even
an experienced chessplayer will wrongly consider a certain sequence of
moves to be the shortest possible one.
5. Correspondences and differences between puzzles and
gaines. A game like chess shows a resemblance to puzzle solving in
many situations, in particular (as we said before) in the endgame, but
also when, through a combination, a certain result has to be achieved
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that is no way near to a final result. A chess problem (mate in so many
moves) is nothing else but a puzzle.

In the opening and frequently also in the middle game, chess
cannot be compared to puzzles. There the evaluation of the position
plays an important role, at a stage when it is not possible to appreciate
exactly how an advantageous position can be turned into victory.
Besides, in chess quite different abilities of the players manifest
themselves, and, as a consequence, a good chess player is not
necessarily an able solver or composer of chess problems, and con­
versely. Naturally, these two abilities are not completely foreign to
each other. A good chess player needs a great talent for combination
-supplemented by a good ability to visualize situations (the latter
especially when playing blindfold chess). He also needs a good
memory to be able to retain the combinations-as well as a feeling for
position, a quick activity of the mind to escape from pressures of time,
and a strong power of concentration, to enable him to put aside all
other things at any moment, with the ability not to have his attention
diverted by anything or anybody. Added to this, there is the psycho­
logical factor, which consists of knowing and understanding the
opponent's ways of playing and his weaknesses, so that a good chess
player will play differently against one player and against another,
in the same situation. As a consequence of all this, chess playing and
puzzle solving can hardly be put on one level. In chess, you have a
flesh-and-blood opponent, whose strong and weak points you are
well-advised to know. In solving puzzles, if you have an opponent at
all, he is imaginary; hence here you are your own opponent, in
the end.

The requirements for chess and puzzle solving diverge to such an
extent that the puzzle solver in a person may hamper the chess player,
and conversely. A good puzzle solver, wbo has acquired the habit of
scrupulously examining all possibilities, runs the risk of wanting to do
the same thing in practical chess, where he gets entangled in the
multitude of possibilities, is unable to make a choice, and then finally,
being pressed for time, makes a bad move. Conversely, an experienced
chess player who wishes to solve a puzzle runs the risk of relying too
much on his intuition, leaving many possibilities unexamined;
sometimes he will do this successfully and find the solution of the
puzzle quickly, but often he will not.

With regard to games, in what follows we shall occupy ourselves
only with those to which the name "puzzle game" applies.
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II. SOLVING BY TRIAL

6. Trial and error. Trial is an activity that is important and useful
when solving a pure puzzle. This may invite the belief that solving a
pure puzzle is a matter of accident, hence of luck; all that matters, it
might be argued, is whether one tries the correct thing earlier or
later. This opinion is very widespread, but quite incorrect, at least
with regard to good puzzles, by which we mean puzzles which cannot
in practice be exhausted by trial, to the extent of finding all the
solutions. In solving a puzzle in which an excessive role is played by
the element of trial, notwithstanding all ingenuity, you may be lucky;
but if you are lucky enough to find a solution, you still do not know
whether this is the only solution, let alone how many solutions there
are. If these questions form no part of the problem, and you are only
required to find some solution, then luck can indeed play its part.

In such a case, however, one should speak of a bad puzzle. Such a
puzzle can be composed (that is, put to others) by someone who has
no idea of puzzles himself. We should like to illustrate this with an
example. Consider a figure composed of a number-40, say-of
adjacent regular hexagons. Each of these hexagons is divided into 6
equilateral triangles by 3 diagonals connecting opposite vertices. Two
triangles which have a side in common and which belong to different
hexagons (which occurs a large number of times in the figure) are
painted with the same color. Altogether 3 or 4 colors, say, have been
used, while the distribution of colors among the pairs of triangles is
quite irregular. Now one cuts out the hexagons and interchanges them
in a random way, also giving arbitrary rotations to individual
hexagons. The figure thus obtained (with the hexagons in new
positions, connected to each other again) is now presented as a puzzle.
The problem would then be to cut out the hexagons and rearrange
them to produce a figure with the same boundary, with like colors
making contact everywhere. The person who poses the puzzle knows
that success is possible, but knows nothing of other solutions, when
there may be many, perhaps millions. Such a thing is wrong. There is
no proper idea behind the puzzle.

The opinion that solving a puzzle is a matter of luck is usually
found among people who have only a superficial interest in puzzles,
and who have rarely or never taken the trouble to solve a good puzzle
by reasoning. The same opinion is sometimes held by people who do
take pleasure in solving puzzles, but who are not sufficiently intelligent
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to replace-or, at any rate, supplement-haphazard trial and error
by reasoning. Such a puzzle solver often does not remember which
cases have already been tried, and which have not; he does the same
job several times and overlooks other possibilities altogether. It is
clear that this form of puzzle solving will not guaran tee success.

Admittedly, of course, luck may playa role even in solving a pure
puzzle by reasoning, if one happens to hit upon an efficient procedure.
However, the same thing may occur in purely scientific work. Here,
in place of speaking of luck, it would be better to speak of an intuition
for finding the right path, or a feeling for the right method.
7. Syste:matic trial. Solving a pure puzzle by trial has to be done
with a fair amount of discretion. One might call it reasoned trial or
judicious trial, but the intention is perhaps best represented by the
expression" systematic trial." This is trial made in such a way that at
any moment you know precisely which cases have already been
considered, and which have not, and so at a given momEnt you are
able to say, "Now I have examined all possibilities; these are the
solutions and there can be no others."

Ofcourse, when the puzzle is somewhat complicated, and you have
had to consider many possibilities, it is not always out of the question
that you have overlooked some possibility, but such a thing can also
occur in solving a mathematical problem. In these cases, the error
made is not due to the method, but to incidental carelessness. Without
systematic trial, one makes errors systematically, in a sense, and often
one goes round in a circle without noticing it.

In a systematic trial you should record accurately which possibilities
have been examined, and also which solutions have arisen from one
possibility, and which from another. Only in this way will you be
able to check the given solution afterwards and, if necessary, improve
upon it, with regard either to the correctness of the results or to the
simplicity of the method employed.
8. Division into cases. We would now like to explain how to
organize a systematic trial. You begin by dividing the various pos­
sibilities into groups; in other words, you begin by successively making
various assumptions, each of which represents a group of possibilities.
Here it is important to arrange these assumptions according to some
system, to ensure that no assumption and no group of possibilities is
left unexamined. As an example we take a digit puzzle in which there
are certain places where unknown digits have to be filled in; these
digits have to satisfy certain conditions which are mentioned in the
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puzzle. Here you consider some fixed place, and successively work
out the ten assumptions that a digit 0, 1,2,3,4,5,6, 7,8, or 9 occurs
in that position.

In further working out some assumption, you often have to consider
further assumptions, and distinguish sub-cases. In the above-mentioned
puzzle these may be assumptions concerning the digit in another place,
and then it is often desirable to consider the places, too, in some well­
chosen system; obviously, the assumptions can equally well be
concerned with something else, for example, the sum of the digits
to be filled in.

As a second example we take a puzzle which consists of drawing a
broken line which has to go through given points, always from one
point to another, where you can continue horizontally, vertically,
or diagonally, say. On reaching a point, you have to work out three
assumptions each time: you may continue horizontally, vertically, or
diagonally. Each of these possibilities is divided into three possibilities
on reaching the next point, and this division into several possibilities
may be repeated a number of times. The essence of systematic trial
consists of this repetitive consideration of assumptions.

The indicated procedure for grouping the various possibilities
makes one think of a branching tree. It is therefore quite useful to
represent your findings in the form of such a tree; we then speak of a
puzzle tree, or, more briefly, of a tree.

In a tree some branches may come to a dead end, because the result
is in conflict with given conditions of the puzzle; such branches then
do not yield solutions. In writing down the tree we indicate this by
the word "dead."
9. ExalDple of a puzzle tree. We now consider numbers with the
following property: The digits of the number are all different; each
digit is three times the previous digit, or one unit more, or two units
more; if this gives a number greater than 9, only the units digit is
taken; for the first digit, the "previous digit" is defined as the last
digit.

Hence, a digit 3 is followed by 9, 0, or I ; a digit 7 is followed by 1,2,
or 3; if 8 is the last digit, the first digit is 4, 5, or 6; etc. Since the
digits are evidently thought of as being arranged in a circle, other
numbers can be deduced from any number with the property in
question, by a so-called cyclic permutation. For instance, if you have
found that 4398 satisfies the requirements, then you know at once that
3984, 9843, and 8439 also do. Therefore, we shall also assume that the
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first digit is the largest digit of the number. We now require to find all
numbers of five digits or fewer, which show the characteristics in
question.

As the first digit is the largest digit, it cannot be equal to I or 2
(since I is followed by at least 3, and 2 by at least 6). We now begin
by dividing the desired numbers into groups with the same initial
digit. The numbers with the same initial digit are divided according
to the'second digit; the numbers with the same first two digits are
again subdivided according to the third digit, and so on. In this way
one finds the following trees:

-01-1
31_1 -2 dead

1

-3 dead

1

-1 -4-2
6-0 -5

-2

-3-0-2
-2

-1 -41_3 dead

-51~dead

7 -2 [6-=-0 dead

-1-5

1

- 0 1_2-3
_11-4-2

-5

-2 dead
-1

4 -3 [~ L2 dead

-6

_41-21=7_dead

_31-0- 2
-1 dead

1

-6 [0~2

8 -5 1-1 ~~ad
-7 -21__

-3 dead

-6 [;1-1 dead
-2

5

-3
-11-4-3

-5-6
7 -6- -2 1_8- 6

-31=0-dead
-1 dead

9 _41-2- 6
-3
-6-8 -51_7_3

-61--i_ _ -0 dead

If the first digit is 7, for example, then the last digit can be nothing
but 2 or 5; if the first digit is 8, then the last digit must be 2 or 6; and
so on. Considerations like this have been taken into account in
constructing the trees. Attention has also been paid to the requirement
that no digit can occur which is larger than the initial digit, or equal
to one of the preceding digits. A final dash indicates a case where a
number terminates without requiring a subsequent digit.

It may be noted that the different trees can be considered as
branches of one larger tree. The partitioning into different trees has
been made only to save space.

The trees show that the following 38 numbers satisfy the require­
ments:
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4,5,9; 31, 72, 86; 301, 431, 602,715,842,856,973,986;
4301,6015,7142,7302,7315,8426,8572,8602,9713,9726,

9843,9856;60142,71302,73015,73142,84302,
85602,85726,97143,97156,97286,98426,98573.

III. CLASSIFICA TION SrSTEM

10. Choosing a classification system. If you divide the various
possibilities into groups, with subdivision of these groups and later
subgroups, and then make an examination of all possibilities, that is,
all cases, sub-cases, etc., you must obtain a solution of the puzzle, but
often this would take months or years. For, ifit has been necessary to
distinguish ten cases four times in succession, say-for example,
because in a digit puzzle unknown digits have to be supplied in four
places-then this gives as many as 10 x 10 x 10 x 10 = 10,000
possibilities. It is no rare thing to be faced with the task of examining
many more cases (sometimes even millions) if you start upon a
classification without proper discrimination.

Hence, when solving puzzles, you should not just employ the first
classification system that comes to your mind; for instarse, in the
puzzle of §9 you should not consider all numbers less than 100,000
written with different digits (as this would give 32,490 cases). You
should consider carefully what system is the best. The time spent is
usually amply repaid by quicker progress thereafter. The difference
in usefulness between one system and another may be so large that a
better system-hence a different way of choosing the assumptions,
because the classification is made according to a different criterion­
diminishes the time required for solving by a factor of 1000 or more.
ll. Usefulness of a classification system. We shall now en­
deavor to explain the things which require attention when a
classification system is judged for its practical usefulness'; hence, how
you should proceed in order not to be overwhelmed by the multitude
of the various possibilities, which would force you to abandon the
puzzle.

If you have a division into five cases, say, it may happen that
one of these cases (hence, one of the assumptions that you are thus
able to make) can, in a simple way, be seen to lead to an impossibility,
due to a conflict with known conditions. This assumption or case
has then come to a dead end. It is very advantageous if all cases but
one come to a dead end quickly, because then you need continue
only with this one remaining case. You then have, so to speak, already
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solved one part of the puzzle; this partial solution may consist of
having found a digit to be inserted in some place, in a digit puzzle.

However, it may also happen that none of the cases into which
you have divided the set of all possibilities immediately comes to a
dead end, and that you are forced once more to divide each of these
cases into groups again-sometimes after having drawn some con­
clusions-by making assumptions (e.g., concerning left or right, or
concerning even or odd). Ofcourse, this can repeat itself once or more
often. It happens sometimes that one of the major cases (that is, one
of the groups of possibilities corresponding to the division with which
you started the solution of the puzzle) eventually comes to a dead end
in all its branches. Such a major case has then been removed only
after a great deal of reasoning.

If such a thil1g happens, you cannot help getting the feeling that
you have proceeded inefficiently, and often this turns out to be the
truth. Hence, if you observe that the cases into which you have made
the division do not tend to come to a dead end quickly, you will be
well-advised to check first whether it is not better to choose your
a<;sumptions (which constantly direct your attention to a certain
group of possibilities) on a different basis, related to a different
classification system, preferably in such a way that one-or, better
still, several-of these assumptions come to a dead end quickly, after
not too many branchings.

It is best, of course, if all major cases but one come t.o a dead end
before it has been necessary to proceed to a further division into cases
(hence into sub-cases), and if this favorable circumstance repeats
itself some more times. The one remaining major case is then treated
further by a division into sub-cases, all but one of which come to a
dead end before a further subdivision is necessary, and so on. You then
head straight for the goal, so to speak, and in this way the solving
time is considerably reduced. Admittedly, going straight ahead like
this is far from possible for every puzzle, but you can still aim at
approaching this state of affairs as much as you can.

We would like to mention another case in which it is possible to
suspect that you have chosen an unsuitable division into cases.
Suppose that each of the major cases is subdivided into sub-cases, and
that in each of the major cases one of the sub-cases comes to a dead
end, after a train of reasoning that is roughly the same for each of the
major cases. You then get the impression that you are repeating the
same work a number of times, and you should wonder whether the



12 I: HINTS FOR SOLVING PUZZLES

results could not have been obtained by a single train of reasoning.
In such a case it is very possible, if not probable, that with another
classification system (lengthwise instead of breadthwise, so to speak)
all those sub-cases would have been joined into one major case, and
that the fact that this major case comes to a dead end could have been
obtained by a single train of reasoning. Hence, as soon as you can
see that some tendency toward the above-mentioned phenomenon
(repetition of roughly the same work) is noticeable with some chosen
division into major cases, you should look for a better classification.
This does not imply, however, that a repetition of a number of
similar arguments can always be avoided; this is probably impossible
when the argument, show more or less irregular differences. Hence,
much depends on the nature of the similarity between the various
arguments; some intuition is needed to judge whether the agreement
lies in the nature of the puzzle or should be ascribed to an inappropriate
division into cases.
12. More about the classification systeDl. The foregoing con­
siderations show that you should not proceed too quickly to a further
elaboration of a division into sub-cases. As noted before, you had
better think properly about the choice of the clas,ifiGation system first,
without starting the actual solution (in the sense of trying out the
possibilities). Decisions regarding a classification system are usually
best taken (before you have got to the trial stage) without the use of
the material aids like dominos, cut-out squares, draughtsmen, and
so on, that are involved in the puzzle. I t is no rare thing to find that
the classification system eventually chosen is such that you do not use
these aids at all, except in your mind, but finish the job with paper
and pencil. Many a puzzle with dominos, for example, can be
composed and solved without possessing a set of dominos and without
feeling the need of them when solving the puzzle.

There are undoubtedly puzzles for which it does not help you to
think about a classification system and for which, however you attack
the puzzle, the number of possibilities to be examined is alarmingly
large. As nottd already in §6, this may be due to unsystematic features
in the puzzle itself which make any simple system hard to find. In such
a case you are dealing with a bad puzzle, often a puzzle that has
been posed on a purely arbitrary basis.
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IV. SOLVING A PUZZLE BY SIMPLIFICATION

13. Sitnplifying a puzzle. It frequently happens that you can put a
puzzle into a simpler form by applying some reasoning before pro­
ceeding to a distinction of different cases. The subsequent distinctions
then become simpler. Each of the cases is a puzzle in itself, and it is
possible that such a puzzle can again be simplified by reasoning, after
which, perhaps, a further division into cases follows, and so on.

It is also conceivable that you will manage to simplify the puzzle
to such an extent (often through mathematical reasoning, or at least
reasoning of a mathematical nature) that a division into cases appears
to be no longer necessary. One can then speak of a direct solution of
the puzzle. In such a direct solution the puzzle often takes on the
character of a mathematical problem.
14. Exall1ple of how to sill1plify a puzzle. As an example of
simplification we take the following puzzle, which might be called
"the puzzle of the 7 coins." The object is to place a coin at all the
vertices but one of the star in Figure 1 (shown with reduced dimensions).

1 2

8 ~-------:>!'----T----~8

7~---+----71"-----4:>4

6

Fig. J

When placing any coin you should move it along a free line, and put
it down at the end of that line. A line is called free if there is no coin
at either of its endpoints. The numbers at the vertices are inserted
only for the discussion that now follows.

Suppose that we first put a coin on 1 by moving it along the line
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4-1, then a coin on 2, moving along 5-2, next a coin on 3 (along 6-3),
a coin on 4 (along 7-4), and a coin on 5 (along 8-5). Then we are
played out, because there is no free line left; hence, we can place only
five of the seven coins in this way.

To solve the puzzle, you might now start a division into cases. You
notice, of course, that placing the first coin on 1 is all right, because all
vertices play the same role; therefore, with regard to the first coin you
do not need to make any division into cases (on I, on 2, etc.). For the
second coin, you have the seven possibilities of placing it on 2, on
3, ... , on 8; it is irrelevant along which free line you move (when the
vertex can still be occupied along two free lines, which is not possible
for the vertices 4 and 6). If the second coin has also been placed, you
can start to make assumptions about the third coin; it cannot always
be placed in six ways, for if the second coin has been placed on 3, then
the third coin cannot be placed on 6, because then neither of the lines
1-6 and 3-6 is free any more. Proceeding in this way, you will find all
solutions after much sifting. Ifwhat you want is to present the puzzle
to others, you can stop as soon as a solution has been found; you then
note it down and learn it by heart.

However, someone who proceeds thus has not seen through the
puzzle, even if he finds a solution. Yet, one might say he has followed
the directions about systematic trial and error. Indeed he has, and
certainly there are still less efficient ways of solving the puzzle. Many
a solver who looks for the solution starts pushing at random, and if,
after much pushing, he has been able to place the seven coins, he has
the bad luck of not remembering how he did it. This, of course, is
puzzle solving of the worst kind.

In order to understand the puzzle completely, you should observe
that you ought to try to retain as many free lines as possible, and
hence you should make as few lines as possible useless. Placing the
first coin on I makes two lines useless: 1-4 and 1-6. Placing the second
coin makes two more lines useless, except when this coin is placed on
4 or on 6. The correct continuation is, therefore: on 4 or on 6; for
example, by occupying 4, only the line 4-7 is made useless, because
4--1 had already dropped out; the third coin should now be placed
on 6 or 7, etc. The coins should always be put on adjacent vertices
(such as 3, 6, I, 4); by adjacent vertices we mean vertices that are
connected by a line, like 3 and 6.

The puzzle can be simplified considerably (however, only on the
face of it, not in essence) by observing that the eight lines form an
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octagon, and that the shape of the octagon is irrelevant. Hence,
instead ofFigure 2 one might also take Figure 3. In Figure 2 a different
numbering has been chosen from that in Figure 1, in accordance with
the concept of" octagon," hence in accordance with Figure 3. If the
puzzle is presented using Figure 3 (the numbers at the vertices are
then omitted, of course), then anyone will see the solution at once
and occupy the vertices (all but one) successively. In essence, however,
the puzzle with the star-shaped figure is no different.
15. Remarks on the seven coins puzzle. If you demonstrate the
puzzle of §14, in which seven coins have to be placed at the vertices
of the star, you should not do this by giving an exact description of
what should be done and achieved, but simply show the placing of
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Fig. 3

the seven coins quickly, with the invitation to ImItate this. "An
exact imitation is not necessary," you might add, "as long as the
seven coins are placed by moving along free lines." From the imitation
(or rather the attempt at it) it can be seen immediately whether the
meaning has been grasped, or whether a further explanation is
necessary.

On seeing the demonstration of a solution, everyone will get the
impression that the puzzle is plain sailing, so to speak. Most people,
however, will get stuck when imitating it, and will manage to place
no more than six, or even five, coins. You may safely show the solution
once more, so quickly that it is not possible to recall exactly how the
moves were made. Even after it has been shown four or five times,
there will be many who still cannot do it.

Indeed, the presentation is not of much help, because you naturally
will do it differently every time, for example (see the numbers in
Figure 1), first in the order 1-4-7-6-3-2-8, then in the order 3-6-8-5-1-2,
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then in the order 7-2-4-5-1-8-6, etc. Hence, showing solutions in this
way confuses rather than helps. As long as someone has not seen
through the puzzle, there is little chance of his succeeding in placing
the seven coins; in most cases the second coin will already be placed
incorrectly, since it can be placed on only two of the seven remaining
free vertices. Exactly how great the probability is that someone will
succeed in placing all coins by chance, is difficult to tell, but surely it
cannot be much greater than 1 in 100 (ef. the end of§135).

If the imitation has not succeeded after the solution has been shown
a number of times, you may show the solution in a more amusing way.
You can allow each move made to be forbidden once; it then has to be
replaced by another move. For example, suppose that you have
started on 1 (using the numbers in Figure 1), that you continue with
4, and that this latter move is rejected; then you replace it by 6 (this
move cannot be forbidden). If you now continue with 3 and if this
move is forbidden, then you replace it by 4.

Mter the first move has been made, there are two correct moves
every time, so that the goal can be reached in

26 = 2 x 2 x 2 x 2 x 2 x 2 = 64

ways. Since it is possible to start on any of the eight vertices, the order
in which seven out of the eight vertices are occupied can be chosen
in 8 x 64 = 512 ways. Furthermore, as it may give a different
impression when you place the first coin on 5 by running along 2-5
and by running along 8-5, one might even say that placing the seven
coins can be achieved in 2 x 512 = 1024 ways. So if you make a
random choice of the moves in your solutions, you need not be afraid
of repeating yourself too soon.

If Peter attempts to place the seven coins, then John, who is
watching and who knows the puzzle, can indicate at any moment
how far Peter can still go. As soon as Peter, after his first move, makes
a move that renders two lines useless, then the total number of coins
that can be placed is diminished by one. So if Peter has successively
occupied the vertices 1, 4, and 5 (in this case the second move is still
correct), then John can say, "Now only three more coins, that is a
total of six coins, can be placed." If Peter chooses 3 as his next move,
then only a total of five coins can be placed. Peter can always place
at least four of the seven coins; he gets no further than four coins, if he
occupies the odd-numbered vertices or the even-numbered vertices.
The chance that Peter will do this by accident is not great, of course.
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It will happen most frequently that Peter manages to place SIX

coms.
16. Reversing a puzzle. It frequently happens that a puzzle consists
of obtaining a given final position from a given initial position by
making the smallest possible number of moves. One can then start
from the final position instead, and try to obtain the initial position
by backward moves. If this has succeeded, all one has to do to get the
solution' of the original puzzle is to perform all moves in the reverse
order and in the reverse direction.

It is virtually certain that the new puzzle (the reversed one) will be
simpler; otherwise the puzzle would surely have been presented in
the reversed form. Hence, in most cases the reversal of tne puzzle will
produce a simplification.
17. ExalDple of reversing a puzzle. Three dimes (the small circles
in Figure 4) and two quarters (the larger circles) are placed in a row,
with dimes and quarters alternating (Fig. 4, top). Now with every
move a dime and an adjacent quarter are moved as one whole, so
that they remain adjacent. You are not allowed to reverse the coins;
that is, you should not interchange the dime and the quarter. Moving
the dime and the quarter is considered as one move. The problem is
to get the dimes and the quarters in a row in such a way that the dimes
are adjacent, and the quarters, too (Fig. 4, bottom), in as few moves
as possible.

As rotation is not allowed, the new row is parallel to the original
row. However, it is not necessary that the dimes get to the left of the
quarters, as in the lower part of Figure 4; as a matter of fact, if you
have managed to get the dimes on the left-hand side, all you have to
do to get the dimes to the right of the quarters is to perform the
mirror image of each move. If it were allowable to interchange a dime
and an adjacent quarter, the final position could be reached without
trouble in three moves; the relative order of dimes would not have
changed, any more than that of the quarters.

Fig. 4 Fig. 5
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Since interchanging a dime and a quarter is forbidden, it is slightly
more complicated to reach the final position. In the initial position,
in which these are four cases where a dime and a quarter are adjacent,
a large number of moves can be made. However, from the final
position only two moves are possible. Therefore we reverse the puzzle
and consider the final position as the initial one; in the new initial
position we designate the dimes and quarters as in Figure 5. In
determining the moves, one should observe that there is no point in
performing two consecutive moves with the same pair (because then
one can combine both moves into one). Furthermore, one should
take care that after every move there will be another pair (consisting
of a dime and an adjacent quarter) with which a next move can be
made. This leads to the following puzzle tree:

1

_(2 A .. 3 1 B)-(2 AlB 3)
- (2 A 3 1 B)-( 1 B 2 A 3)

1

_(3 A 12 .. B)-(3 .. 2 A 1B) _( 1B .. 3 .. 2 A) -( 1B 2 A 3)

(123AB) - (IB3 .. 2A) -(2AIB3)

-( 1 2 .. B 3 A)-( 12 B 3 .. A)[(2 B( ~ : : ~ : : ~)2 B)

The dots indicate free positions. From the position 3 .. 2A I B
infinitely many moves are possible. You can place the pair 2 A (or
1B) wherever you want, because in each case you can make another
move with the pair 1B (or 2A). However, we have only included
those third moves (following 3 .. 2A 1B) after which it is possible to
make a fourth move which yields the desired final position (the
original initial position). Hence, this can be done in four ways; in the
first two moves these agree completely and for the rest they come to
practically the same thing: the last two moves take the pairs 2 A and
I B to the left of 3, the order being unimportant, while it also makes no
difference which of these pairs gets next to 3. The four ways are:

123 A B
3A12 .. B
3 .. 2AIB

2A .. 3 .... IB
2AIB3

123 A B
3A12 . . B
3 .. 2AIB

1 B . . 3 .. 2 A
IB2A3

123 AB
3 Al 2 .. B
3 .. 2 AlB

2 A 3 .... 1 B
IB2A3

123 A B
3A12 .. B
3 .. 2 AlB

IB3 .. 2A
2AIB3
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To obtain the four ways in which you can get from the original
initial position to the desired final position with the dimes at the left,
you merely have to read this from bottom to top. Of these four ways,
the last one seems simplest. If we adapt the order of the numbers and
the letters to the original puzzle, then the solution in question is the
one shown at the left.

IA2B3
2 B 3 .. I A

3 .. IA2B
3A21 .. B

2 I 3 A B

IA2B3
2 B 3 I A

31A2B
3 .. 2 B I A
3B12 .. A

123 B A

I A 2 B 3
IA .. 32B

32BIA
3 .. IA2B
3A21 .. B

2 I 3 A B

To the right are two five-move solutions which satisfy the condition
that a pair with which a move is made is placed next to a coin, and
hence is not ph.ced in a completely detached position. In these
solutions, two moves are made with the same pair (1 A or 2B), with
one move in between (with 2B and 1A, respectively). The two moves
with the same pair are equivalent to a single move; but splitting up
this move into two moves can here be regarded as a means to make
the correct preparation for another move.

V. SOLVING A PUZZLE BY BREAKING IT UP

18. Breaking a puzzle up into slDaller puzzles. One method
that can often help solve a puzzle is to break the puzzle I:lp efficiently
into two or more smaller puzzles, which are then successively solved.
It is the principle of" divide and conquer," widely applied in mathe­
matics, too, to reach one's goal.

Actually, every efficient distinction of cases involves breaking the
puzzle up into smaller puzzles. However, with such a division into
cases, the puzzles into which one has made the division are all of the
same kind but not all the same, which may obscure what we mean
here by efficiently breaking a puzzle up into smaller ones. So we state
that what we have in mind here is the division of the puzzle into two
or more heterogeneous puzzles. This heterogeneity justifies the
conjecture that the division has led us nearer to the goal, because
difficulties ofdifferent kinds have been distributed to separate puzzles.
The division of the puzzle into two or more puzzles that are com­
pletely identical is always efficient, too (ef. §§19 and 286). In this case,
however, the division rather gives the impression of a simplification.



20 I: HINTS FOR SOLVING PUZZLES

In the subsequent sections we shall give some simple examples of
splitting up a puzzle. In Chapter II we shall give some more compli­
cated examples.
19. Application to the crossing puzzle. A board consists of
twenty squares arranged in a rectangle with four rows of five (see
Figure 6). On squares 1,6, 11, and 16 there are white pieces, and on
squares 5, 10, IS, and 20 there are black pieces placed. With each
move one of the 8 pieces is shifted diagonally along an arbitrary
number of squares (to a free square); hence, if you choose the piece
placed on square II, then you can move it to any of the squares 17, 7,
or 3. By moves of this type you have to reach a final position in which
the white pieces are on squares 5, 10, 15, 20 and the black pieces on

1 2 3 4 5
(§) 0 0 0 CD
6 7 8 9 to
@ 0 0 0 CD

" 12 13 14 15
(§) 0 0 0 CD
16 17 18 19 20
(§) 0 0 0 CD

Fig. 6

6
@

16
@

2 4
0 0

8
0

12 14
0 0

18
0

Fig. 7

10•
20•

squares 1,6, II, 16; thus the pieces must cross the board. The problem
is to achieve this in the smallest possible number of moves.

We note that a piece from a square having an even number will
remain on even-numbered squares; we call it an even piece. The odd
pieces always remain on the odd-numbered squares. An even and an
odd piece do not interfere with each other. Hence one can partition
the puzzle into two parts, that of the even pieces and that of the odd
ones. Both puzzles are completely identical, so one could equally well
speak of a simplification of the puzzle. However, the circumstance
that the two puzzles into which the puzzle has been divided are
identical is a more or less accidental one that would not present itself
if, for example, one were to take a board with 25 squares, arranged
in one large square, with five white and five black pieces.

Figure 7 shows the puzzle with the even pieces; it makes a much
simpler impression than the original puzzle, yet it is essentially the
same. It is not possible to go from one of the squares 6 or 16 to one of
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the squares 10 or 20 in one move, hence at least eight moves are
required for the crossing. The crossing is certainly not possible in
eight moves when a white piece goes from 6 to 10 and a black piece
from 10 to 6; for if the white piece tried to do this by the two moves
6-18 and 18-10, and the black piece by the two moves 10-18 and 18-6,
then they would be in each other's way. So if you want to try to
complete the crossing within eight moves, then one white piece
should go (for example) from 6 to 10, the other one from 16 to 20, one
black piece from 10 to 16, and the other one from 20 to 6. Then the
white pieces go straight across and the black pieces cross obliquely.
Alternatively, one may make the white pieces cross obliquely and the
black pieces straight, but this comes to the same thing.

We assume that the white pieces go straight across and the black
pieces cross obliquely. Within eight moves this is possible only in the
way indicated in Figure 8. The moves with the white piece that was

Fig. 8

originally on square 6 have been called I and 2, the moves with the
other white piece 3 and 4. The moves with the black piece that was
originally on square 10 have been termed a and b, those with the other
black piece c and d. Obviously 2 is preceded by I, 4 by 3, b by a, and
d by c, because (for example) move 2 is impossible when it has not
been preceded by I. You should also take care that a white and a
black piece are not in each other's way. Move I should be made
before move d, and move a before move 2; also, move c should be made
before more 3, and move 4 before move b. For the rest, the order of
the moves is arbitrary. The order of the moves can be indicated sche­
matically by Figure 9; of2 moves that are directly connected by a bar,
the one at the left should be made first. However, it is unimportant
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whether (for example) move 2 is made before or after b or c or d. It is
true that 2 has been located to the right of d, but since 2 is not con­
nected directly to d, this is of no importance.

The order of the 8 moves can be chosen in various ways to be in
accordance with the diagram: for instance, acl32d4b. Hence the
crossing is possible in 8 moves (and not less).

C 3-------4------b

~d 0/
./ ~2

Fig. 9

20. Nwnber of solutions ofthe crossing puzzle. We consider the
simplified crossing puzzle of§19 (with 10 squares, 2 white and 2 black
pieces), and assume, as before, that the white pieces move straight
across. According to Figure 9, 15 sequences of the moves 1,2,3,4, b, C

are possible. Each of these sequences provides a certain number of
places at which move a can be performed and a certain number of
places at which move d can be performed. As the order of moves a and
d is immaterial, you should multiply the 2 numbers to get the number
of possibilities pertaining to the order of moves a and d relative to the
assumed order of the other moves. The results have been collected in
Table I.

The first column gives the possible orders of moves 1,2,3,4, b, c.
The second column gives the number of possibilities (as far as order is
concerned) of move a; this move should be performed before moves
2 and b, and hence in the second case (lc234b) can be performed
before move I, or between moves I and c, or between moves C and 2,
which amounts to 3 possibilities. The third column gives the number
of possibilities for move d (to be performed after moves I and c). By
multiplication one finds, from the second and third columns, the
number of order-possibilities of moves a and d together, to which some
cases have to be added corresponding to an exchange of a and d
(fourth column). By addition one then finds the number of all
possibilities, which is 297.

The same number of possibilities is obtained when the white pieces
cross obliquely, and the black pieces go straight across. Hence, in all,
the crossing can be executed in 2 x 297 = 594 ways in 8 moves (still
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TABLE 1.

order of moves 1, 2, 3, 4, b, c a d a, d

2 c 3 4 b 2 4 8
1 c 2 3 4 b 3 5 15 + 1
1 c 3 2 4 b 4 5 20 + 2
1 c 3 4 2 b 5 5 25 + 3
1 c 3 4 b 2 5 5 25 + 3

c 2 3 4 b 3 5 15 + 1
c 3 2 4 b 4 5 20 + 2
c 3 4 2 b 5 5 25 + 3
c 3 4 b 2 5 5 25 + 3
c 3 2 4 b 4 4 16 + 1
c 3 4 2 b 5 4 20 + 2
c 3 4 b 2 5 4 20 + 2
c 3 4 2 b 5 3 15 + 1
c 3 4 b 2 5 3 15 + 1
c 3 4 b 2 4 2 8

272 + 25 = 297

for the puzzle of the even pieces only). The same number of possi­
bilities applies in the case of the puzzle with the odd pieces.

We now return to the original crossing puzzle (20 squares and 8
pieces). Obviously there the crossing can occur in 2 x 8 = 16 moves.
For example, you may first execute the entire crossing of the even
pieces, or first the crossing of the odd pieces. Or you can make a move
with an even piece and a move with an odd piece alternately. You can
have the moves of the even and of the odd pieces succeed each other
in many more ways, namely (as we will show in §129) in 12,870 ways
in all. The number of ways in which one can cross in 16 moves in the
original crossing puzzle is therefore:

12,870 x 594 x 594 = 4,540,999,320,

hence, nearly 4,541 million.
21. Restrictive condition in the crossing puzzle. In the simplified
crossing puzzle, for example the one with the even pieces, one can
impose the condition that the moves with the white pieces and those
with the black pieces be made alternatively. We assume that the white
pieces go straight across, and denote the moves as in §19; hence we
use 1, 2, 3, 4 for the white pieces, and a, b, c, d for the black pieces.
We then get a letter and a number in alternation. From Table 1
(first column) we then find the following 10 possibilities for this case:
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la2c3d4b, Ic3a2d4b, Ic3d4a2b, Ic3a4d2b, alc3d4b2,
Ic3a4b2d, cld3a4b2, cla3d4b2, c3ald4b2, c3a4bld2.

When the moves are denoted by using the numbers of the squares,
the first of these solutions reads:

6-18, 10-4, 18-10, 20-2, 16-8, 2-6, 8-10, 4-16.

By rotation one finds from this the following sequence ofmoves with
the odd pieces:

15-3, 11-17,3-11, 1-19,5-13, 19-15, 13-1, 17-5.

By first making (for example) I, 3, 5, or 7 moves from one of the
sequences, then all moves of the other sequence, and then the remain­
ing moves of the first sequence, we find a way of crossing in 16 moves
for the original puzzle, using white and black pieces alternately.
22. Shunting puzzle. As an example of breaking a puzzle up into
two completely identical puzzles, we further take the well-known
shunting puzzle illustrated in Figure 10. The engine L is too heavy to

A L R

P~O~=-~Q-

s

Fig. 10

be allowed on the turntable S. The question is to make cars A and B
change places.

Ifcar B were not present, and if the engine and car A had to change
places, then the answer would be easy to find. The engine first pulls
A to the right of Q, and next takes A to the turntable. Now L moves to
the right, past Q, then to the left past P, and then to the left-hand side
of the turntable. The engine L then takes A to the left, past P, and
next moves back, with A, until it is between P and Q.

The same thing can be done even with car B present. B is first
taken to the right (past Q) sufficiently far that it is not in the way when
A is being shunted. When A has been taken to the right ofL, the same
operation is performed with car B. Here car A is taken along all the
time, so that L and A together are considered as the engine; here A
is always to the right of L.
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The shunting puzzle can be complicated by requiring (for example)
that in Figure 11 cars A and D be interchanged, and also Band C.

A B LCD
----:p~=::::::::::-----c::::::I0 ::>=~=--:Q=----

5

Fig. JJ

However, the puzzle has then only seemingly become more difficult
because it can now be divided into a (now larger) number of puzzles,
each time with one car that has to change places with the engine. In
some of these smaller puzzles, the "engine" of the puzzle has to be
taken to be the actual engine together with one or more cars con­
nected to it. Cars that would be in the way are first moved aside to the
left past P, or to the right past Q.

How the puzzle is solved by division is indicated in the following
manner. The letters in parentheses show what is considered as the
engine, and also which cars do not take part in the shunting and are
moved aside:

ABLCD-(A) (L)B(CD)-(A)C(LB) (D)-(CLB)A(D)-D(CLBA).

For example, in the second puzzle cars A and D are moved aside,
and C changes places with the combination LB; in the fourth puzzle D
changes places with the combination CLBA. It is clear that the
shunting can be varied in a number of ways, and also that every
order of the cars and the engine can be achieved.

If in Figure 11 one has to interchange A and C, and also Band D,
then one can shunt with A and B combined into one car, and similarly
with C and D. Here, it is not necessary for the turntable to be large
enough for A and B together. When A is put on the turntable (with
B to the right of it), the coupling between Band L is unfastened;
after that the engine goes, via Q and P, to the left-hand side of the
turntable and pulls A and B together to the left.

VI. SOME PUZZLES WITH MULTIPLES

*23. Trebles puzzle. We require all five-digit numbers (without
initial digit 0) that are written with the same digits as their treble.
When these numbers have been found, we shall have obtained at the
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same time the numbers with fewer digits that show the peculiarity in
question, for this property is preserved when one or more zeros are
placed to the right of the number.

One could make a division into cases by examining each of the
numbers from 10,000 to 33,333 to see whether or not it is composed
of the same digits as its treble. Of course, this method is much too
laborious, and it would be quite impracticable to solve the puzzle in
this way if we had required all 6- or 7-digit numbers, say.

A considerable simplification is obtained at an early stage because
(as we shall show) the desired numbers are divisible by 9. To this end
we first prove that a number differs by a multiple of 9 from the sum
of its digits (its digit-sum). The numbers 10, 100, 1000, 10,000, etc.,
all differ by a multiple of 9 from 1, because the numbers 9, 99, 999,
9999, etc., are all divisible by 9. Hence 700, say, differs by a multiple
of 9 from 7, and 5000 by a multiple of 9 from 5. In this way one sees
that the number

34,752 = 3 x 10,000 + 4 x 1000 + 7 x 100 + 5 x 10 + 2,

for example, will differ by a multiple of 9 from 3 + 4 + 7 + 5 + 2,
hence from its digit-sum.

A number that is written with the same digits as its treble has the
same digit-sum as its treble. Hence, the number and its treble differ
by a multiple of9 from the same number (the digit-sum in question),
and thus they differ by a multiple of 9 from each other. However,
the difference between a number and its treble is twice that number,
so that this double is a multiple of 9. Hence the number itself is a
multiple of9. As appears from the above, one can see at once whether
or not a number is divisible by 9 from its digit-sum. So one may also
say that the desired numbers have a digit sum that is divisible by 9.
*24. Breaking up the trebles puzzle. If the digit 2, say, occurs in a
number, this leads (depending on the digit that succeeds 2) to the
digit 6, 7, or 8 in the treble of the number; the digit 7 leads to the
digit 1, 2, or 3 in its treble, and so on.

Hence, if a number consists of the same digits as its multiple by 3
(in a different order) and if the number contains the digit 2, then it
also contains one of the digits 6, 7, or 8, for example 8; then the
number also contains one of the digits 4, 5, or 6, for example 5; this
digit may lead to a 5 in the treble, but also to a 6 or a 7. Continuing
in this way, we obtain a closed sequence of different digits that show
the property considered in §9, the difference being that in §9 these
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digits were understood to be consecutive digits of a number, which is
not the case now.

The required five-digit numbers have to be composed of one or
more closed sequences of digits of the type considered in §9. Each of
the single digits 0, 4, 5, and 9 can be considered to form such a
sequence. By this the puzzle has been divided into two puzzles of a
completely different nature. The puzzle that has to be solved first
requires finding the above-mentioned closed sequences of digits. Next
comes the puzzle whose object is to combine these sequences-after
an appropriate permutation of the digits-into five-digit numbers that
are composed of the same digits as their trebles.

In solving the latter puzzle one can use with advantage the property
found in §23, that the digit-sum of the desired numbers is a multiple
of 9. This causes most of the combinations of sequences of digits to
drop out. I t may be further noted that it has to be possible to compose
from the sequences of numbers a number less than 33,333, because
otherwise its treble would consist of 6 digits (unless for the number
33,333 itself, which does not come into consideration). This causes
combinations like 973-4-4,301-4-9, and 86-0-4-5 to drop out. The
remaining combinations (the determination of which is a puzzle in
itself) are (c£ §9) :

7142--4
8572-5
301-86 dead
301-0-5
301-5-9 dead
431-5-5 dead
602-5-5 dead
715-86 dead
715---0-5 dead
715-5-9 dead

842-31 dead
842-0-4 dead
842-4--9 dead
986-31 dead
31-72-5
31-86-0 dead
31-86-9 dead
72-72-0 dead
72-72-9 dead
72-86--4

31-0-0-5 dead
31-0-5-9 dead
31-4--5-5 dead
31-5-9-9 dead
72-0-0-0 dead
72-0-0-9 dead
72-0-4-5
72-0-9-9 dead
72-4--5-9
72-9-9-9 dead

By 7142-4 we mean that in the number a closed sequence of 4
digits occurs (7142 in some order) and a closed sequence of one digit
(4). Hence, two 4's occur in the number, a 4 that is followed by a low
digit (or by nothing), thus leading to the digit 2 (not increased) in the
treble, and a 4 that is followed by a high digit, thus leading to the
digit 4 (increased by 2) in the treble; this latter 4 therefore forms a
sequence in itself.

A digit of which the treble has been raised by 2, because it is
succeeded (in the desired number, not necessarily in the sequence)
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by a high digit, has been printed in boldface; whether a digit has to
be bold can be seen from the next digit in the sequence (hence, for
the last digit of a sequence, from the first digit). A digit of which the
treble has been increased by 1 because, for example, it is followed by a
4 or a 5 in the desired number, has been italicized. For the digits in
ordinary type the treble is not raised, because, for example, such a
digit is the last in the number or is followed by 0, 1, or 2.

A digit that yields a treble that is 20 or more (taking into account a
possible raise), is called "high"; hence the high digits are 7, 8, 9 and
the bold 6. A digit that (taking into account a possible raise) yields a
treble that is 9 or lower is called "low"; hence the low digits are
0, 1,2 and the ordinary 3 (which, by the way, turns out not to occur).
The other digits will be called "moderate" (with a possibly raised
treble somewhere between 9 and 20); the moderate digits are the
italicized 3, the bold 3, the 4, the 5, the ordinary 6, and the italicized 6.

In the desired number a bold digit is followed by a high digit, an
italicized digit by a moderate digit, and an ordinary digit by nothing
or by a low digit. Hence, the number of bold digits is equal to that of
the high digits, and the number of italicized digits to that of the moder­
ate digits (also, of course, the number of ordinary digits to that of the
low digits).! The number begins with a low digit at the left and ends
with an ordinary digit at the right.

1 For the reader who has some acquaintance with an algebraic notation for
numbers, we add the following remarks. In a closed sequence of digits of the
kind considered in §9, let h be the number of high digits, m the number of
moderate digits, b the number of bold digits, i the number of italicized digits,
and s the digit-sum. When all digits of the sequence are multiplied by 3, the
same digits reappear (with a shift of one place), provided one diminishes the
treble of a high digit by 20 and that of a moderate digit by 10, and increases
that of a bold digit by 2, and that of an italicized digit by I. This yields

3s - 20h - 10m + 2b + i = s,

hence 2s = 20h + 10m - 2b - i. This relation also holds for a combination of
sequences, where the numbers h, m, b, i, and s refer to the combination, as can be
seen by adding the relations for the separate sequences. The relation can be
rewritten as follows:

2(h - b) + (m - i) = 2s - 9(2h + m).

If I is the number oflow digits, and 0 that of the ordinary digits of the combina­
tion, then h + m + I = b + i + 0, because both members are equal to the
number of digits of the combination. So one also has

2s - 9(2h + m) = 2(h-b) + (m - i) = (h - b) + (0 -I)
= (i - m) + 2(0 - I).

Hence, if s is divisible by 9, then each of the numbers 2(h - b) + (m - i),
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For twenty out of the thirty combinations of sequences none of the
equations (number of bold digits = number of high digits, and so on)
is satisfied. For example, in 602-5-5 the numbers of bold and italicized
digits are 2 and 0, respectively, and the numbers of high and moderate
digits are 1 and 2 respectively. Hence, such a combination cannot lead
to a number that satisfies the condition. This has been indicated by
the word dead (in roman type).

For the remaining 10 combinations all equations are satisfied.
Among these 10 there are 3 that come to a dead end in another way
(indicated by dead in italic type). In 301-86 and 301-5-9 the only
high digit, which is also the only bold digit, would have to succeed
itself. In 986-31 the 1 is the only low digit and the only ordinary digit,
so it would have to be both the initial and the final digit of the
number.

Each of the remaining 7 combinations of sequences leads to one or
more solutions. When looking for the solutions, you can make use of
the fact that 2 digits are interchangeable when they are both italicized
and both low, or both italicized and both high, etc. When looking for
the number, you can then make a choice from these digits; if it leads
to a solution, the only thing you have to do to obtain another solution
is to permute the digits in question.

In 7142--4, the digits 1 and 2 (both italicized and both low) are
interchangeable. Hence, for the time being, we can assume that the
number starts with I. The second digit is moderate (because 1 is
italicized) and is therefore the digit 4 (moderate or bold). The number
ends in 4 (printed in ordinary type), preceded by 2 (because 4 is
moderate), or ends in 7, preceded by 4. This gives the solutions
14724 and 14247. By interchanging 1 and 2 one further obtains the
solutions 24714 and 24147.

In 8572-5 the digits 7 and 8 are interchangeable (both italicized

(h - b) + (0 - i), and (i - m) + 2(0 - i) is divisible by 9. Consequently, if,
in addition, h = b, then m - i and i - 0 are both divisible by 9, and hence
equal to 0 if the combination contains less than 9 digits. Hence, in the latter
event (s always being a multiple of 9, and the combination containing fewer
than 9 digits) it follows from m = i that h = band i = 0, and from i = 0

that h = band m = c. Hence, for a combination having a digit-sum divisible
by 9, the 3 equations

number of bold digits = number of high digits, etc.

are either all satisfied or all false. However, when determining the desired
numbers it is not necessary to know this.
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and both high). The number starts with 2 (the only low digit) and
ends with 5 (the only ordinary digit). As 2 is bold, the second digit is
high, say 7. The last digit but one is italicized (because 5 is moderate),
hence it is 8. This gives the solution 27585. By interchanging 7 and 8
one obtains 28575.

In 301-0-5, the I and the ordinary 0 are interchangeable, but only
if we admit 0 as the initial digit. As we do not do this, the number
starts with 1, followed by 0 (because I is ordinary). The digit 3 is
followed by 5 and preceded by the italicized O. This gives the solutions
10035 and 10350.

Continuing in this way, we find five more five-digit numbers
which are written with the same digits as their trebles:

(31-72-5)12375,23751; (72-86-4)24876;
and

(72-04-5)24750; (72-4-5-9)24975.

The combinations of sequences from which the numbers have been
derived are shown in parentheses. In all we find thirteen numbers
that satisfy the condition.

If we also admit zeros as initial digits, there are five more similar
solutions:

(301-0-5) 00351,01035,03501,03510; (72-0-4-5) 02475.

From the solutions with the final digit 0 we find the solutions 1035
and 2475 with fewer than five digits, as well as the solution 0351, if
we admit 0 as initial digit.

The smallest number without initial digit 0 which is written with
the same digits as its treble is 1035. It is quite possible to find this by
trial, especially when one first argues that the number has to be a
multiple of 9.
*25. Trebles puzzle with larger num.bers. In order to solve the
trebles puzzle for six-digit numbers, one must first do this for the
problem of§9. In the manner indicated there, one finds (by extending
the tree) the following closed sequences of six digits:

714302 dead 715602 dead 730142 dead 843026 dead 843156 dead 857142
857302 dead 860142 dead 971426 dead 972843 dead 972856 dead 973026
973156 dead 984273 dead 985173 dead 985726 dead 986013 dead 986026 dead

Now that we require six-digit numbers (and hence these sequences
of digits will not be combined with other sequences), most of them
drop out, because the digit-sum is not a multiple of 9; in these
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sequences no italicized or bold digits have been indicated. Of the
remaining sequences two drop out, because the equations discussed in
§24 do not hold. Thus, only the sequences 857142 and 973026 remain.
The latter sequence still comes to a dead end, because the two italicized
digits coincide with the two moderate digits, and hence the 6 would
have to follow the 3, and the 3 the 6. The sequence of digits 857142
yields the 6 solutions 142857, 157284, 158427, 271584, 284157,
285714.

The other solutions are obtained by combining 2 or more smaller
sequences of digits. Apart from the tenfold multiples of the thirteen
numbers found in §24, the other solutions are:

(71302-5) 107235, 123507,235071,235107; (97286-4) 276489, 287649
(7142-31) 113724, 114237, 123714, 124137, 137124, 137241, 141237,
142371, 237114, 237141, 241137, 241371; (8572-86) 275886, 285876,
287586, 288576; (4301-5-5) 134505, 135045, 143505, 145035, 150345,
150435; (7142-0--4) 140247,147024,240147,247014; (7142--4-9) 142497,
149724, 241497; 249714; (8572-5-9) 275985, 285975, 297585, 298575;
(301-842) 103428, 128034, 280341, 281034; (431-856) 138456, 138546,
143856, 145386, 153846, 154386; (431-973), 143793,314379; (602-856)
206856; (602-973) 206793, 207693, 230697, 230796, 306792, 307692,
320679,320769; (715-986) 189657,196587; (715--72-5) 172575,175257,
175725, 251757, 257175, 257517; (842-72--4) 242748, 247428, 248274,
274248, 274824, 282474; (301-0-0-5) 100035; (31-72-86) 123876,
238761; (31-72-0-5) 102375, 237501; (31-72-5-9) 123975, 239751;
(72-86--4-9) 248976, 249876; (72-4-5-9-9) 249975.

In all this yields 104 six-digit numbers, without initial digit 0,
which are written with the same digits as their treble.

If one also admits °as an initial digit, one obtains (as well as
numbers which arise by placing zeros before numbers already
obtained) the following eighteen further solutions:

(71302-5) 071235,072351; (4301-5-5) 034515,035145,043515,045135,
051345,051435; (301-842)034128,034281; (602-856)068562; (602,973)
067923,067932,076923,076932; (301-0-0-5) 035001,035010,035100

*26. Doubles puzzle with 7-digit num.bers. We now require the
7-digit numbers which are written with the same digits as their
doubles.

To this end, we first look for the closed sequences of seven or fewer
different digits, such that each digit is the double or the double plus I
of the preceding digit, possibly diminished by 10. The trees can now
only show branchings into two possibilities. If we put the highest
digit of the sequence first, the various puzzle trees are:
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In constructing the trees we can use the fact that the last digit of
the sequence is known; it is 2, 3, 3, 4, or 4 when the initial digit is
5, 6, 7, 8, or 9, respectively. Hence, if the sequence starts with 7,
it is not necessary to go further when the digit 3 has been reached. We
find the following sequences of digits:

0,9; 63; 512, 874; 5012, 7513, 8624, 9874; 62513,75013,
86374, 98624; 625013, 875124, 986374; 8750124, 9875124.

As in §23, it becomes evident that the desired numbers have a
digit-sum which is divisible by 9. Hence, only those combinations of
sequences for which the digit-sum is divisible by 9 deserve considera­
tion. The seven-digit combinations that satisfy this condition are:

8750124,
5012-874,

9875124,
9874--512,

875124-0,
512-874-0,

875124-9,
512-874-9

and the combinations formed from the sequences 0, 9, and 63. A digit
of which the double has been increased by I has been printed in bold
type. Hence, the bold digits are the digits which precede an odd digit
of the sequence, if the last digit of the sequence is assumed to be
followed by the first one again. So as many bold digits as odd digits
occur, and as many ordinary digits as even digits, in every sequence.

A digit that has a double greater than 9, will be called high,
otherwise it will be called low; a possible increase of the double by
one has no influence here. The high digits are 5, 6, 7, 8, 9; the low
digits are 0, 1,2,3,4. In a number that satisfies the condition a bold
digit is followed by a high digit, and an ordinary digit by nothing or
by a low digit. 1 The number begins with a low digit and ends with
an ordinary digit.

1 Hence, in a number that satisfies the condition, the number of bold digits is
equal to the number of high digits, and the number of ordinary digits to that of
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A combination of sequences in which all bold digits are high (and
hence all ordinary digits are low) cannot lead to a solution, because
a bold digit would always have to be followed by a bold digit again.
This causes the combinations that are composed solely of the sequences
0, 9, and 63 to drop out. For the same reason the combinations
875124-0 and 875124-9 drop out.

If in a combination of sequences all high digits but one are bold
(so that there is one bold low digit), then, for a number that satisfies
the condition, the bold high digits have to be adjacent, immediately
preceded by the bold low digit and immediately followed by the
ordinary high digit. The remaining low digits can arbitrarily be
placed before or after this sequence, or partly before and partly after
it, except that the number should not begin with 0. The bold high
digits are interchangeable, and so are the ordinary low digits (apart
from the restriction mentioned).

In the manner indicated, we find for four of the remaining six
combinations of sequences (the first two and the last two) the result­
ing solutions. They are:

(8750124)
(9875124)
(512-874-0)
(512-874-9)

4210875(12),
2148759(12),
4102857(8),
4129857(12),

4208751 (12),
2487591(12),
4128570(8),
4298571(12),

4087521(12);
4875921(12);
4285710(8) ;
2985741(12).

2857410(12) ;

Of the numbers that differ by permutations of the digits (bold high
and ordinary low digits), only the largest number has been written

the low digits. However, this will not help us to conclude that any combination
with a digit-sum divisible by 9 must come to a dead end. For, as in the note on
p. 28, one has, using the same notation,

2s - IOh + b = s,

hence h - b = s - 9h. So, if the digit-sum S of the combination of sequences is a
multiple of 9, then h - b is a multiple of 9, and hence, h = b if the combination
consists of less than nine digits; however, it is possible to prove that the latter
conclusion can still be drawn when the combination contains 9 or more (but not
too many) digits.

Conversely, from h = b one concludes that s = 9h, hence that the digit-sum
is divisible by 9. For combinations of not too many digits (and, a fortiori, for
combinations of fewer than nine digits) the conditions" digit-sum divisible by
9" and "number of bold digits = number of high digits" come to the same
thing.

Since in a sequence as many bold digits occur as odd digits, a number that
satisfies the condition contains as many low as even digits. This, of course, does
not yield a further decrease of the number of possibilities.
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down. After this we have indicated in parentheses the number of
solutions that the number represents in view of permutations. For
example, in 4210875 (which appears in the accompanying sequence)
it is possible to interchange the digits 8 and 7, which can be done in
two ways (including no change), and also the digits 4, 2, and 1, which
can be done in six ways; in all this gives 2 x 6 = 12 solutions.

The combination of sequences 5012-874 gives the sequences 287
and 05 in the desired number, apart from interchangeability of 2
with 0 and of 7 with 5; for 8 is preceded by one of the digits 0, 2
(since 8 is high), while 8 is followed by one of the digits 5, 7 (since 8
is bold). It is immaterial whether 05 is placed before or after 287.
The interchangeable digits I and 4 can be placed arbitrarily, even
between 05 and 287. This yields:

(5012--874) 4128705(8),
2874051(4),
4270851(8),

4287105(8),
2870541(4),
2741085(4),

4287051 (8),
4127085(8),
2740851(4),

2874105(4),
4271085(8),
2708541(4),

Each of these twelve numbers represents 2 x 2 x 2 = 8 solutions,
except for the six numbers that start with a 2; these yield 2 x 2 = 4
numbers each, because interchanging 2 and 0 would produce an
initial digit O.

The combination of sequences 9874--512 yields the two series of
digits 4859 and 27, or the two series 49 and 2857, or the two series
489 and 257, apart from interchangeability of 8 with 5, or 9 with 7,
and of 4 with 2. The digit I can be placed before, between, or behind
both series. This gives the solutions:

(9874-512),
4912857(8),

1485927(8),
4928571(8),

4859127(8),
1489257(8),

4859271(8),
4891257(8),

1492857(8)
4892571 (8)

Thus one finds, in all, 288 seven-digit numbers without initial
digit 0 which are written with the same digits as their doubles; they
can be found from the 34 numbers given.
*27. Remarks on the D1unbers of §26. From the numbers of §26
that end in 0, one finds the following twelve six-digit numbers that
are written with the same digits as their doubles:

125874, 128574, 142587, 142857, 258714, 258741,
285714, 285741, 412587, 412857, 425871, 428571.

They arise from a combination of sequences in which an ordinary
o occurs, hence from 512-874-0. Numbers of fewer than six digits
with the peculiarity in question do not exist, not even if one admits
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initial digits 0; the smallest number in which the peculiarity occurs is
125874. Among the twelve six-digit numbers found there are the
numbers 142857, 285714, and 428571, which arise by developing
1/7, 2/7, and 3/7, respectively, as recurring decimal fractions. This
was to be expected from properties of recurring decimals into which
we shall not enter here. The number 142857 shows the peculiarity
that it is written with the same digits as its double, treble, quadruple,
quintuple, and sextuple. For the three numbers mentioned last, the
same succession is obtained when the digits are arranged round a
circle; diametrically opposed digits then add up to 9, which implies
divisibility of the numbers by 999.

Among the twelve numbers there are three other numbers which
are divisible by 999 and which involve a common cycle: 125874,
258741, and 412587. These numbers arise by developing 18/143,
37/143, ar:d 59/143, respectively, as recurring decimals.

The seven-digit numbers with the observed peculiarity evidently
all appear to consist of seven different digits. Without finding these
numbers, one can see this from the combinations of sequences from
which they arise. Lack of coincidence among the seven digits is an
accidental circumstance, which is no longer present when, for example,
eight-digit numbers with the peculiarity in question are sought. For
a solution with seven digits in which a zero occurs leads to a solution
with two zeros if a zero is added at the end of the number.

Among the numbers found, there is only one number in which
each digit is larger than the preceding digit: 1245789, which arises
from the sequence 9875124. Even without the consideration of com­
binations of sequences, it is an easy matter to find all the numbers
which have digits in ascending order and which are written with the
same digits as their doubles. Below 10,000 there are 29 numbers
which have ascending digits and are divisible by 9; 9, 18, 27, ... ,
5679. There are another thirty larger numbers of similar type. These
are 123456789 and the numbers that arise from this number by
omitting the digits of one of the 29 smaller numbers. It turns out that
only the numbers 1245789 and 123456789 satisfy the conditions.
*28. Quintuples puzzle. We require the seven-digit numbers with­
out initial digit 0 which are written with the same digits as their
quintuples. This puzzle can be simplified a great deal by reducing it
to the doubles puzzle. For if a number satisfies the condition and its
quintiple is multiplied by 2, this gives a tenfold multiple of the
original number, formed from the original number by appending a
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right-hand zero digit. So here the double of the quintuple is written
with the same digits as the quintuple, if the quintuple is converted into
an eight-digit number by prefixing a left-hand zero digit. Hence, the
quintuples of the desired numbers are the eight-digit numbers that
are divisible by 5 (hence, end in 0 or 5) and that are written with the
same digits as their doubles, provided that they start with a 0, and
have a double that does not start with 0 (so that the initial digit 0 is
followed by a 5, 6, 7, 8, or 9); the double, after omitting the final
digit 0, is a number that satisfies the original question (the one on the
quintuples).

If the eight-digit number that is divisible by 5 ends in 0, then it is,
after removal of that 0, a number that satisfies the problem of §26,
with this difference: the number starts with a 0, but its double does
not. So what we have to do is to derive from the numbers in §26, by
permuting digits, the numbers that start with a bold O. These are
0875421 and the numbers that arise from it by permuting the digits
4, 2, 1 and the digits 8, 7 (twelve numbers), as well as the numbers

0874125, 0874251, 0872541 0741285, 0742851, 0728541

and the numbers that arise from these by interchanging 4, I and 7, 5.
Their doubles are the even numbers that satisfy the original problem
(36 in number). These are 1750842 and the numbers that arise from
it by permuting the digits 8, 4, 2 and the digits 7, 5, as well as the
numbers:

1748250, 1748502, 1745082, 1482570, 1485702, 1457082

and the numbers that arise from these by interchanging 8 and 2,
and 4 and O.

The odd seven-digit numbers that satisfy the original question (the
one on the quintuples) are derived from the eight-digit numbers that
start with a bold 0 and end in 5, and are written with the same digits
as their doubles. Hence, the corresponding combination of sequences
should contain a sequence in which a bold 0 occurs; this 0 is preceded
by a 5. Hence, we only have to look for the closed eight-digit sequences
starting with 5 in which a 0 occurs. As appears from the construction
of the tree, there is only one such sequence: 50124987; it has a digit­
sum that is divisible by 9. For combinations of sequences individually
divisible by 9, the combinations 8750124-0 and 8750124-9 do not
lead to any solutions, because they lead to the series of digits 0875
and 09875, respectively (or the series that arise from these by inter-
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changing 8, 7, or 9, 8, 7, respectively) in the solution of the simplified
puzzle; this contradicts the requirement that the eight-digit number
should start with 0 and end with 5. The remaining combinations of
sequences, divisible by 9, lead to solutions as follows:

(98750124)
(5012-9874)

(5012-874-0)
(5012-874-9)

08792145(4),
08914725(4),
09148725(4),
07410285(6),
07412985(4),

08921475(4),
08947125(4),
09471285(4),
08741025(6) ;
09741285(4),

09214875(4) ;
09147285(4),
09487125(4);

09874125(4).

The figures in parentheses again show how many solutions are
represented by each number. The doubles of the numbers, after
removal of the final digit 0, are the 60 odd seven-digit numbers
without initial digit 0 which are written with the same digits as their
quintuples. These are:

1758429, 1784295, 1842975 (7 and 5 are interchangeable, and so
are 4 and 2);

1782945, 1789425, 1829457, 1829745, 1894257, 1897425 (8 and 4
are interchangeable, and so are 9 and 5);

1482057, 1748205 (8,2, and 0 are interchangeable);
1482597, 1948257, 1974825 (9 and 7 are interchangeable, and so

are 8 and 2).

Hence, in all the puzzle has 96 solutions. Of these, there are four
that end in 10. Hence, by omitting this 0, one gets the following
six-digit numbers that are written with the same digits as their
quintuples:

142857, 148257, 174285, 174825;

there are no other solutions, even if one admits zeros as initial digits.



Chapter II:
SOME DOMINO PUZZLES

I. SYMMETRIC DOMINO PUZZLE,
WITH EXTENSIONS

29. Symmetric domino puzzle. A striking example of a puzzle
that admits a division into smaller puzzles is the following one: to
arrange the 28 pieces of a set of dominos within the outline shown in
Figure 12, so that equal spot numbers occur in groups of four, forming
squares. Fourteen squares should thus result, each containing four
equal spot numbers.

If a solution has been found, then a second solution ensues from a
mirror image of the figure along the horizontal dotted line (or by
rotating the figure about the line). However, we consider these
solutions to be identical.

Fig. 12 Fig. 13

Since in a set of dominos each spot number occurs once combined
with itself and with every other spot number, we find other solutions
from a given solution by permuting the numbers 0, I, 2, 3, 4, 5, 6
among themselves. These solutions are also considered as identical.

A first puzzle is to draw the 14 squares. This yields Figure 13; it is so
simple that one can hardly call it a puzzle.

In the second puzzle the object is to draw the outlines of the
dominos in the figure. This has to be done in such a way that no two
equal (adjacent) pieces result. From this it follows that the top halfof
square a is a double, because otherwise we get two equal doubles in this

38
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square. Similarly, the top half of square h and the lower halves of the
squares d and k are doubles. If the top half of square I is a double, then
the two other half-dominos of square I cannot belong to the same
piece, and cannot both belong to vertical pieces (because otherwise
these pieces would be equal); so the lower half of square h is a domino
in that case, which would give two equal doubles in this square. The
right half of square I, therefore, is a double, and so is, of course, the
right half of square n. From this it further follows that the right half
of square m is a double, too. With this the position of the seven
doubles has been found.

The position of the remaining pieces now follows simply from the
fact that no further doubles can now be allowed to result. If one
draws the outlines, working one's way from the outside inwards, it
appears that these can only be as indicated in Figure 14, in which the

Fig. 14

doubles have been shaded. Because of the interchangeability of the
numbers 0, I, ... ,6, the spot numbers of the doubles can be chosen
arbitrarily; we choose them as in the figure. The position of the pieces
1-2 and 4-5 is now also known. From the spot numbers of the doubles
one sees that there is no solution that is also symmetrical when the
spot numbers are taken into account. Hence, by rotating the figure
about a horizontal line, a different solution always results from a given
solution. It is true, however, that the outlines of the dominos produce
a symmetrical figure.

Now comes the third and most difficult sub-puzzle, namely filling
in the seven still unknown spot numbers in the squares b, c, e,f, g, i,j.
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While it was simplest with each of the preceding smaller puzzles to
work on paper, with the third puzzle there is some advantage in
actually starting to use the dominos. However, an experienced puzzle
solver does not need the pieces and can work out everything on paper.

The spot number occurring four times in one of the squares b, c, e,f,
g, i, j will be indicated by the same letter as the square, so that g = 2,
for example, will mean that in square g the spot number 2 occurs four
times. Since each of the spot numbers is involved in only two squares,
the numbers b, c, e,f, g, i,j are all different. So ifwe write # to mean
"different," we will have b # c, and the like.

From the outlines of the pieces and the position of the doubles it
follows that:

b # 0; c # 6, e # 0, e # I; g # 5, g # 6; i # 2, i # 3;j # 3,j # 4.

Since a piece does not occur twice, we further have:

b # l,b # 6;c # O,c # 5;e # 2,e # 3;1# 0,1# 2,1# 3,
f # 4,1 # 6; g # 3, g # 4; i # 0, i # l;j # 5,j # 6.

The fact that e # 3, for example, may be seen from the occurrence
of the pieces e-i and i-3, which cannot be the same. The fact that
f # °can be seen from the pieces O-b and b-f, similarly elsewhere.
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Fig. 15
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From the inequalities obtained it follows that] = I or] = 5.
The cases f = I and] = 5 come to the same thing because of the
symmetry of the figure (disregarding the spot numbers) about the
horizontal line, so that we can assume that] = 1. Since the piece 1-2
occurs only once, the piece]-j (identified as I-j) now is evidence that
j =f 2. From this it follows that j = 0, and from this that g = 2. As
the pieces 0-3 and 0-4 occur as j-3 and j-4, respectively, it follows
from the piece O-b that b =f 3 and b =f 4. Hence b = 5. From the
pieces 5-4 and b-e (that is, 5-e) it further follows that e =f 4, so e = 6,
1 = 4, and c = 3. These results are shown in Figure 15.

Besides this solution, there is only the one in Figure 16, which can
be obtained from the preceding one by interchanging 0 and 6, as
well as 1 and 5, and 2 and 4, before rotating the figure about a
horizontal line.
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Fig. 16

Other solutions arise from each of the two solutions by filling in the
seven doubles differently. In the top left-hand corner we can fill in
one of the numbers 0, 1,2,3,4,5,6 (seven choices). Ifwe have made
a choice from these, and filled in 3, say, then we can still fill in the
lower left-hand corner in six ways: from 0, I, 2, 4, 5, 6 we may, for
example, choose 4. For the next double we can make our choice in
five ways, etc. To obtain the corresponding solution, we then have to
replace 0 by 3, 6 by 4, etc., in the obtained solution. In this way each
of the two solutions leads to 7 x 6 x 5 x 4 x 3 x 2 = 5040
solutions. One set of 5040 can be obtained from the other by rotating
about a horizontal line.
30. Extended symmetric domino puzzle. We take the same
puzzle as in §29, but add the requirement that the total of the spot
numbers for the four uppermost squares has to be the same as that for
the four lowest squares, as well as for the column offour squares at the
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left-hand side, the column of three squares at the right-hand side, and
the set ofthree squares in the middle which are completely surrounded
by others. If the puzzle is presented in this form from the start, it
provides an example of a division into three smaller puzzles which are
all somewhat different in nature, and not too simple. Here the deter­
mination of the fourteen squares has not been counted as a puzzle
(being too simple).

From the results of §29 it appears that the spot numbers are as
indicated in Figure 17. The letters a, d, h, k, l, m, n represent the
numbers 0, 1,2, 3,4, 5, 6 in some order. Alternatively, we can place
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the letters as for a reflection of the diagram about a horizontal line,
but this comes to the same thing. The conditions stated require that

a+d+h+l=d+l+k+n=a+k+m+d
= l + m + n = h + n + a.

From this it follows that

a + h = k + n = l + m, h + l = k + m, d + l = n, d + k = m.

From the last two equations it follows that d =I 6, and that none of
d, l, n, k or m can represent 0, so that a = a or h = 0. Furthermore,
from

a + h + k + n + l + m + d = °+ I + 2 + 3 + 4 + 5 + 6 = 21
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in conjunction with

a + h = k + n = I + m,
it follows that

3(a + h) = 3(k + n) = 3(1 + m) = 21 - d,
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so that d is a multiple of 3. Since d#-O and d #- 6, we have d = 3
and hence:

a + h = k + n = I + m = 6, m = k + 3, h + I = 2k + 3.

From I + m = 6 and m = k + 3 it follows that I + k = 3, hence
h = 3k, so that h #- 0, hence a = 0, h = 6, k = 2, I = 1, m = 5,
n = 4. This leads to the solution in Figure 18. Another solution can be
obtained by reflxting this one symmetrically along a horizontal line.
*31. Another extension of the symmetric domino puzzle. We
call two of the squares of §29 completely adjoining if they touch each
other along a complete edge (that is, with contact between two pairs
of half-dominos). Instead of the requirement of §30 we now require
that every two completely adjoining squares involve spot numbers
that differ by 2, 3, or 4.

We call two numbers complementary, if they add up to 6; thus °
and 6 are complementary, as well as 1 and 5 and 2 and 4, whereas 3
is self-complementary. The difference of two numbers is equal to
the difference of their complements. So another solution is obtained
if each number in a solution is replaced by its complement. We call
this the complementary rearrangement.

In two completely adjoining squares, if one spot number is 0, then
the other spot number can be 2, 3, or 4, and the same is true, if the
first spot number is 6. So a solution is changed into another solution
by interchanging the numbers°and 6. We call this the 0-6 rearrange­
ment. Still another solution is obtained if the 0-6 rearrangement is
combined with the complementary rearrangement; this yields the
I-5-2-4 rearrangement, in which each 1 is replaced by a 5, and
conversely, and each 2 by a 4, and conversely. In this way each
solution gives rise to a group of four solutions.

Figure 19 indicates which pairs of spot numbers belong to com­
pletely adjoining squares and hence should have a difference of 2, 3,
or 4; these are represented by letters that are directly connected by a
line; Figure 17 will show the squares which receive the numbers
represented by the letters. As the d and I are connected by a line to the
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same numbers (h and m), a solution is preserved when the numbers d
and 1 are interchanged; we call this the d-I rearrangement. It may
coincide with the 0-6 rearrangement, in which case we may have
d = 0, 1 = 6, or d = 6, 1 = 0; the d-I rearrangement then does not
yield new solutions, so that any solution of this type, which we shall
term the first type, gives a group offour solutions. If the d-I rearrange­
ment does not coincide with the 0-6 rearrangement (second type),
because, for instance, d # 0 and d # 6, then each solution belongs to
a group of 2 x 4 = 8 solutions.

Table 2 shows below the line the numbers that differ by 2, 3, or 4
from each number above the line. Only below 2, 3, and 4 are there
four numbers. Since m is connected by a line to four numbers (d, k, I, n),
we have m = 2 or m = 3 (because m = 4 comes to the same thing as
m = 2, as a consequence of the rearrangements). The numbers hand

Fig. 19

m are connected by a line to the same three numbers (d, I, and n),
so that m = 2, h = 3, or m = 3, h = 2 (the latter case being equivalent
to m = 3, h = 4).

TABLE 2

0 I 2 3 4 5 6

2 3 0 0 0 I 2
3 4 4 I I 2 3
4 .5 5 5 2 3 4

6 6 6

If m = 2, h = 3, then the numbers d, k, I, and n, connected by a
line to m, are all different from I, so that a = 1. The numbers d, I,
and n, connected by a line to h, are not equal to 4 (because h = 3),
so that k = 4. This then leads to d = 0, 1 = 6 (first type). The
corresponding group of four solutions is shown in Figure 20.

If m = 3, h = 2, the four numbers connected by a line to mare
all different from 4, so that a = 4. The three numbers connected by a
line to h are all different from 1, so that k = I. Because of a = 4, wc
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Fig. 20

have n # 4, hence (for example) n = 6, d = 0, I = 5 (second type).
The corresponding group of eight solutions is shown in Figure 21.

Fig. 21

Two solutions in the same column arise from each other by the
complementary rearrangement.

When written into the fourteen squares, the first solutions of the
first and second types, together with the solution that arises from the
latter through the d-l rearrangement, are shown in Figure 22.

1st type 2nd type

Fig. 22

From each of these solutions, three others arise (through the 0-6
rearrangement, the 1-5-2-4 rearrangement, or both combined).
From the twelve solutions thus obtained another twelve solutions are
obtained by reflection about a horizontal line.
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II. DOUBLY SYMMETRIC DOMINO PUZZLE

*32. First doubly sYlDlDetric dOlDino puzzle. The following
puzzle is more difficult:

To arrange the 28 pieces of a set of dominos in an assembly like
that of Figure 23 so that identical spot numbers occur in groups of
four, forming squares. In addition, the totals of the spot numbers for
the four squares at the top, at the bottom, at the left-hand side and
at the right-hand side have to be equal to one another and equal to
the total of the spot numbers for the two squares in the middle. We
require all solutions. Solutions that arise from each other by reflection
or rotation are considered as identical.

Fig. 23

The position of the fourteen squares is immediately appreciated.
From the non-occurrence of equal doubles it is evident that a double
should be placed horizontally in each of the four corners; for the time
being (that is, as long as no attention is paid to the requirement of the
five equal totals), the choice of these doubles is arbitrary. If we
continue by noting also that no two equal pieces can occur among the
remaining pieces, then we find the outlines of eight more pieces (as
shaded in Figure 24). We cannot place two vertical pieces both at
the upper edge and at the lower edge, because these pieces would be
doubles, whereas there are only three doubles left to be placed. So
we can assume that there is a horizontal piece in the center of the
lower edge. For the same reason we can locate a vertical piece in the
middle of the right-hand edge. At this point there are three possible
continuations.

TYPE I. At the left-hand edge we can place two horizontal pieces
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Fig. 24
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(doubles, the spot numbers of which can be chosen arbitrarily for the
time being); this determines the position of pieces A and B. We can
also place piece C, because otherwise we would get another two

o 0 It t

C

A
D

" " 6

5 5 6
E

B

3 3 12 2

o 01 t t

" 5

" 5
r-- -

F

- H G -

3 31 2 2

o 01 It t

" 5
>---

" 5
r--

3 31 12 2

Fig. 25
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doubles at the upper edge. As there are no equal pieces, we must
place pieces D and E as indicated in Figure 25 (upper left), so that we
find the position of the last double. After that, drawing the outlines
of the remaining pieces causes no difficulty.

TYPE II. At the upper edge we can place two vertical pieces
(doubles), after which we can place piece F (because of the doubles).
Placing piece G (as a double, Fig. 25, upper right) is wrong, for this
entails the placing of piece H (in order to avoid an eighth double),
and then next to H we have to place a piece that is the same as H or
as the middle piece at the lower edge. Hence, the drawing of the
outlines of the pieces must be continued as indicated in Figure 25 if
we want to avoid identical pieces. Since only one more double has to
be placed, it can be assumed (because of the symmetry) that this does
not occur on the right-hand edge. By taking care not to get two
adjacent equal pieces, you can fill in the outlines of all but two pieces.
This gives two possible dispositions j designated as II and II' in
Figure 26.

n

IOOl 11 1

4 5

6 4 5
I--

6

3 3 12 2

II'

o 01 11 1

4 5
f---

4 5

6 6

3 31 12 2

Fig. 26

In type II', there is one double that is not a double in virtue of its
position, but because two adjacent squares are associated with the
same spot number. The seventh double cannot be the middle piece
on the lower edge, because then we cannot fill in the numbers 2 and 3
elsewhere in such a way that the piece 2-3 occurs. Hence the seventh
double has to be the horizontal piece in the middle, because other
choices lead to equal adjacent pieces elsewhere.

TYPE III. We neither place two horizontal pieces at the left-hand
side, nor two vertical pieces at the upper edge. Then once more the
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outlines of the dominos can be chosen in two ways, designated as III
and III' in Figure 27. In type III' three doubles would have to occur
that are not doubles in virtue of their positions. However, these can
only be pieces J and K, because otherwise we get two equal adjacent
pieces. Since this shows that only two of the three doubles can be
placed, typ,e III' is therefore impossible.

So all that remain are solutions of types I, II, II', and III.
As in §29, we define the spot number of any of the fourteen squares

to mean the spot number common to each of the four half-dominos
which it includes. The sum of the spot numbers of the four squares
at the upper edge (hence also of the four squares at the lower edge,

III

rool lit
.. 5 5

I-- I---.. 6 6

3 3 ~

III '

Fig. 27

o 01 rtf
J

K

3 31 /2 2

etc.) will be denoted by x, and the sum of the spot numbers in the
four corner-squares will be denoted by y). Since the sum of the spot
numbers of the fourteen squares amounts to 2 x 21 = 42, we have
5x = 42 + y. This follows because the spot numbers in the corners
are counted twice if we take the sum 5x of the spot numbers above,
below, left, right, and in the center.

The spot numbers in the four corners are different, and for each of
the types I, II, II', and III, the spot numbers of four squares at the
same edge of the figure (above, below, left, or right) can be shown to
be different, from the non-occurrence of two equal pieces. In con­
nection with 5x = 42 + y, this gives the following cases:

10
• x = 10 (from 0 + 1 + 3 + 6 or 0 + 1 + 4 + 5 or 0 + 2 +

3 + 5 or 1 + 2 + 3 + 4 or 4 + 6 or 5 + 5), Y = 8
(from 0 + 1 + 2 + 5 or 0 + 1 + 3 + 4);
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2°. x = II (from 0 + 1 + 4 + 6 or 0 + 2 + 3 + 6 or 0 + 2 +
4 + 5 or 1 + 2 + 3 + 5 or 5 + 6), y = 13 (from 0 +
2 + 5 + 6 or 0 + 3 + 4 + 6 or I + 2 + 4 + 6 or
1 + 3 + 4 + 5);

3°. x = 12,y = 18 (from 3 + 4 + 5 + 6).

Case 3 is not possible, because we would get two squares with six
spots in the middle and also at least two squares with six spots at the
edge (or in the corners). By systematic trial (which again is a puzzle in
itself) we find the possibilities shown in Figure 28.

Fig. 28

Here we can still interchange the numbers connected by a small
bar (while we can also reflect or rotate the figure, of course).

In cases 1,2, 3, and 4 (Fig. 28), the doubles other than those at the
corners are 2, 5, and 6, and in cases 5 and 6 they are I, 3, and 4.
From the positions of doubles elsewhere than at corners we can see
which of the types I, II, II', or III has to be considered. Type II',
for which two equal numbers occur in the middle, does not lead to
solutions, while case 5 does not give any solutions because of the
position of the doubles.

In case 1 (which might belong to type I and to type III, in virtue
of the doubles 2, 5, and 6), the two squares with the number 6 are
in contact either by a side or by a corner, which leads, in either case,
to two equal pieces. For the same reason, case 4 does not give any
solutions. Case 2 can be made to belong to type II, but also to type
III, reflected or rotated as compared with the type III of Figure 27.
Type II and the reflected type III yield one solution each, whereas
we come to a dead end with the rotated type III. Case 3 can be made
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to belong to type II (reflected) and in two ways to type III (as in
Fig. 27 and reflected). Types II and III give one solution each,
whereas we come to a dead end with the reflected type III. Case 6
can be made to belong to type II in two ways, but in both cases we
come to a dead end. Thus we find four solutions, two of type II and
two of type III, as shown in Figure 29.

:I 3 0 10 3

2
Ii

II 6
6

2
II III 4

3
0 Ii

4 4

0 0 a 3

Ii
2Ii Ii 6

II III
6

4
0

2 3 2 3

4 4

Fig. 29

The positions of the doubles (which indicate the type) have been
shown by heavy lines, while the remaining lines identify the fourteen
squares.

Solutions II2 and II3 arise from each other by interchanging 0 and

0 0
0

0 •0 0 .
0 0 · •

0 0 0 0 0 0 0 0 0 ·· 0 0
0 0 0 0 0 · 0 .

0 0 0 0 0 0 0 0 0 ··• •
• 0

.0 ·. 0 0 ·. . ···· .
o 0 .0 . 0 0 . ·. · ·o 0 0 0 · 0 0 0

• 0 ·····. 0 . 0 0 ·. .. ... ... ·• 0
0 0 .0

o 0 .. ... ...·. 0 . o •

0 0 ·0 0 . ·· ...
0 0 0 0 . 0 ·. ...0 0 0 0 0 0 ··0 ••• i 0 0 . 0 0 0 ····0 0 0 0 0 ·· ·0 0 0 0 0 0 . · ··0 0 0 0 ····. 0 • ··. 0 0 ···· .·

Fig. 30
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3, interchanging 2 and 5, and reflecting. In the same way solutions
III2 and III3 transform into each other. Completely worked-out
solutions II2 and III2 are shown in Figure 30.

Each solution arises from the other by changing seven pieces, with
no alteration in the positions of the spot numbers.
*33. Doubly sy:m:metric do:mino puzzle without restrictive
condition. We now require all solutions of the puzzle of §32,
dropping the restriction as to the equality of the five sums of spot
numbers (above, below, left, right, and in the middle). The location
of the dominos and of the doubles can then be taken as indicated by
types I, II, II', and III of Figures 25,26, and 27.

We first consider type I, where there is symmetry with respect to a
horizontal line, so far as the outlines of the pieces are concerned. The

0 0

I • •
0 0 a a c c • •
4 4 a a c c , ,
4 4 6 6 d d , ,
Ii Ii 6 6 d d g g

Ii Ii b b e e g g

3 3 b b e e 2 2

8 3
1

2 2

Fig. 31

numbers a, b, c, d, e,f, g in Figure 31 are the numbers 0, 1,2,3,4,5,6
in some order. From the outlines of the pieces we see that

a -=f 0, -=f I, -=f 4, -=f 6;
b -=f 2, -=f 3, -=f 5, -=f 6;
C -=f 0, -=f I, -=f 4, -=f 6;
d -=f I, -=f 2;
e -=f 2, -=f 3, -=f 5, -=f 6;
f -=f I, -=f 2;
g -=f I, -=f 2.
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We start by making assumptions about the spot number d which is
associated with the only unfilled square that has a symmetric position.
Because of the symmetry, d = °amounts to the same thing as d = 3,
while d = 4 is the same case as d = 5. So we only have to consider
the cases d = 0, d = 4, and d = 6. If d = 0, then e =f 4, hence e = 1,
b = 4, a = 2, 1 = 6. If d = 4, then e =f 0, hence e = 1, b = 0,
a = 2,1 = 6. Suppose now d = 6; as we cannot simultaneously have
c = 2 and e = 1 (because otherwise the piece 1-2 would occur twice),
we can assume, because of the symmetry, that c =f 2; then a = 2,
e =f °and =f 4, and g =f °and =f 4, so e = 1. Thus we find the
following eight solutions of type I:

0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
23 25 23 25 23 23 25 25

4 6 4 6 4 6 4 6 4 4 4 0 4 4 4 0
60 60 64 64 66 66 66 66

5 5 5 3 5 5 5 3 5 5 5 5 5 3 5 3
41 41 o 1 o 1 o 1 4 1 o 1 41

3 2 3 2 3 2 3 2 3 2 3 2 3 2 3 2

To these we must add the following eight solutions that are obtained
from the solutions already stated by interchanging °and 3, 1 and 2,
and 4 and 5, and rotating the figure about a horizontal line:

0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
52 52 32 32 32 52 32 52

4 4 4 0 4 4 4 0 4 4 4 4 4 0 4 0
63 63 65 65 66 66 66 66

5 6 5 6 5 6 5 6 5 5 5 3 5 5 5 3
1 0 1 4 1 0 1 4 10 1 0 1 4 1 4

3 2 3 2 3 2 3 2 3 2 3 2 2 2 3 2

Next we take type II, where no symmetry occurs (see Fig. 32).
First of all we have:

a =f 0, =f 3, =f 4, =f 6;
b =f 0, =f 3, =f 4, =f 6;
c =f 2, =f 3, =f 4, =f 6;
d =f 1, =f 2, =f 4, =f 5;
e =f 2, =f 3;
1=f I, =f 2, =f 5;
g =f 1, =f 2, =f 5,

so that a = 2 or b = 2. Furthermore c =f I and c =f 5, since otherwise
there would be no place remaining for a 5 or for a I, respectively.
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Hence, c = 0, so e #- 4 and e #- 6, whence] = 4 or g = 4. By further
observing that some particular piece still has to be placed (preferably

II

0 0 I I I

0 0 .. .. .. .. I I

8 8 .. .. .. .. , ,
I--

6 6 b b d d , ,
a a b b d d g g

a a c c e e g g

a a c c e e 2 Z

a a
1

2 2

Fig. 32

when this is possible in one way only), we find the following eight
solutions of type II:

0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
45 45 45 45 45 45 45 45

6 4 6 4 6 6 6 3 6 6 6 3 6 4 6 4
23 26 13 1 6 53 56 23 26

1 6 1 3 2 4 2 4 2 4 2 4 5 6 5 3
05 05 05 05 o 1 01 o1 01

3 2 3 2 3 2 3 2 3 2 3 2 3 2 3 2

So far as the outline of the pieces are concerned, type II' (see
Figure 33) is symmetrical along a vertical line. Since the number 6 has
already been located in two places, each of the numbers a, b, c, d, e,
and]is different from 6. Further we have:

a =F 0, #- 3, #- 4;
b #- 0, #- 3, =F 4;
c #- 2, #- 3;
d =F 2, #- 3;
e #- I, #- 2, =F 5;
] #- I, #- 2, #- 5.

Hence a = 2 or b = 2, and e = 3 or ] = 3. Since we cannot
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simultaneously have b = 2 and 1 = 3, we have a = 2 or e = 3.
Because of the symmetry we can assume that a = 2. From this it
follows that1 =I- °and1 =I- 4, so1 = 3. This leads to four solutions,
to which we must add the four solutions obtained by interchanging

..

0 01 I· •
0 0 .. .. Ii Ii • •
a a .. .. Ii Ii e e

a a 6 6 6 6 e e

b b 6 6 6 6 I I

b b c c d d I I

8 3 c c d d 2 2

3 81 1 2 2

Fig. 33

°and 1, 3 and 2, and 4 and 5, followed by rotation about a vertical
line. These eight solutions are:

o 1
45

2 4
66

1 3
05

3 2

o 1
45

2 0
66

1 3
45

3 2

o 1
45

2 4
66

5 3
o 1

3 2

o 1
45

2 0
66

5 3
4 1

3 2

o 1
45

5 3
66

2 0
4 1

3 2

o 1
45

1 3
66

2 0
45

3 2

o 1
45

5 3
66

2 4
01

3 2

o 1
45

1 3
66

2 4
05

3 2

For type III (see Figure 34), where no symmetry occurs, we have:

a =I- 0, =I- 3, =I- 4, =I- 6;
b =I- 2, =I- 3, =I- 4, =I- 6;
c =I- 0, =I- 1, =I- 5;
d =I- 1, =I- 2, =I- 5;
e =I- 2, =I- 3, =I- 6;

1=1- 1, =I- 2, =I- 5;
g =I- 1, =I- 2.
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a a 6 6 d d g g

a a b b e e g g
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Fig. 34

From this we derive the following fourteen solutions of type III:

01010101010101
52 52 53 53 54 54 56

4 04 04 64 4464 34 4
63 66 64 66 63 66 63

1 61 32 525252525
54 54 01 01 01 01 01
32323232323232

0101010101010 1
56 54 54 52 52 52 52

4 34 64 34 44 04 44 0
64 63 66 63 63 66 66

2520205656535 3
o 1 5 1 5 1 1 0 1 4 1 0 1 4

32323232323232

In all, we obtain 8 + 8 + 4 + 14 = 34 essentially different
solutions. With permutation of the numbers 0, I, 2,3,4,5,6, this gives
34 x 5040 = 171,360 solutions. If we also count the solutions that
arise from these by reflection or rotation, we get

4 x 171,360 = 685,440
solutions.
*34. Connection with the puzzle of §32. We can also solve the
puzzle of §32 by temporarily omitting the restrictive condition about
the sums of the spot numbers and first solving the puzzle of §33
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completely, with a later examination of the 34 solutions found, to
sort out those that can satisfy the restrictive condition if we suitably
permute the numbers a, 1,2,3,4,5,6. This requirement can only be
met for the second solution of type II, and for the ninth solution of
type III, and each time in two ways.

We write the second solution of type II with letters, as follows:

a c
eg

b e
II2 ]b

c d
ag

d ]

Here equal numbers have been denoted by the same letter. We have:

a+b+c+d=a+e+g+c=d+a+g+]
= c + e + d + ] = ] + b.

From this we find a + g = d + 1, b = d + a + g, and hence
b = 2d + f The five equal sums are at least 1 + 2 + 3 + 4 = la,
hence]is at least 4. In conjunction with b = 2d +1, it follows from
this that d = 1,] = 4, b = 6, hence a + c = 3. This gives either
a = a, c = 3, e = 2, g = 5, or a = 3, c = 0, e = 5, g = 2 (two
solutions).

For the ninth solution of type III

a g
eb

b ]
III9 ]d

c a

eg
d c

we have

a+b+c+d=a+e+b+g=d+e+g+c
= g +] + a + c =] + d,

hence a + b = d + c,] = a + b + c = d + 2c. From this it follows
that c = 1, d = 4,] = 6, hence a = a, b = 5, e = 2, g = 3 or a = 3,
b = 2, e = 5, g = a (two solutions).
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For the third solution of type I

a g
ed

b 1
13 1b

c c
ag

d e
we have

a+b+c+d=a+e+d+g=g+1+c+e
=1+ b,

hence a + c + d = 1, a + d = 1 + c, hence c = 0, hence

a + b + d = e + 1 + g;
thus

2(a + b + d) = a + b + d + e + 1 + g = 21,

which is impossible.
For the fifth solution of type I

a g
ed

b b
IS 11

c c
ag

d e
we have

a+b+c+d=a+e+d+g=g+b+c+e
=21,

hence b + c = e + g = a + d = 1, so that none of the letters a, b, c,
d, e,1, g can represent the number O.

In a similar way, the second solution of type II' comes to a dead
end.

For the first solution of type II
a c

eg
b e

III 1d
c b

ag
d 1
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a+b+c+d=a+e+g+c=d+a+g+f
= c + e + b + f = f + d,

59

hence a + g = 0, which is impossible. In a similar way we come to
an impasse with the seventh solution of type II.

The remaining solutions found in §33 come to a dead end at once,
because two different letters on the edge turn out to represent the
same number.

The solution for the puzzle of §32 that we now have given is more
laborious than the solution occurring in that section. In contrast to
this, for the puzzle of§30 it was more advantageous to seek the solution
first, without using the equality of the five sums, and to put in the
restrictive conditions afterwards. This is a consequence of the fact that
the unrestricted puzzle of §29 has only one solution (if solutions are
considered as identical when they arise from one another by inter­
changes among the numbers 0, 1,2,3,4, 5, 6, combined with reflec­
tions or rotations), whereas the puzzle of §33 has no fewer than 34
solutions.
35. Second doubly symmetric domino puzzle. From the 28
dominos we must construct an assembly like that in Figure 35 such

Fig. 35

that equal spot numbers always occur in groups of4, forming squares.
All solutions are required.

There are eleven possible ways of drawing the outlines of the pieces
in the figure if we reject cases where equal pieces or more than seven
doubles cannot immediately be seen to be present. In one of these ways
we get only four doubles (in the corners), and in two of these ways
only five doubles; these ways do not lead to solutions. Further, there
are four ways by which six doubles can at once be seen to be present;
three of these ways lead to solutions. In the remaining four ways we
immediately get seven doubles; two of these ways lead to solutions.

The solutions can again be found by filling in the doubles arbitrarily
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and filling the remaining seven squares with letters among which we
then establish inequalities. Even without filling in letters in this
manner, the ways to fill in the remaining squares can be found by
trial and error. In Figure 36 the various solutions have been filled in
to such a stage that the completion (which can be performed in more
than one way) does not cause any difficulty. The capital letters refer
to the ways in which the outlines of the dominos have been drawn.

In all, we obtain 29 essentially different solutions.

3 solutions

2 solutions 6 solutions 4 solutions

4 solutions 8 solutions

FIg. 36

36. Puzzle with dOlDinos in a rectangle. We arrange the 28
dominos in a 7 by 8 rectangle. The problem is to do this so as to
produce rows of four squares (half-dominos) which have the same
spot number. All solutions are required.

This is a striking example of a puzzle that can be divided into three
puzzles which are not too easy. The first (and easiest) puzzle consists
of dividing the rectangle into fourteen smaller rectangles measuring
I by 4. This can be done in thirteen ways. In one of them, all fourteen
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rectangles are horizontal, in six cases there are ten horizontal and four
vertical rectangles, while in six cases there are six horizontal and eight
vertical rectangles (see Figure 37).

Fig. 37

Next, the outlines of the 28 dominos have to be drawn in the figure,
in such a way that not more than seven doubles result directly, and
no two equal pieces (hence no two pieces that belong to the same pair
of the fourteen rectangles). Case A drops out, because in drawing the
outlines we soon discover that three doubles arise in each of the four
corners. In case B we get two doubles in the lower left-hand corner,
and three doubles in each of the remaining corners. In case E we get
three doubles in each of the corners at the right, and one more double
in each of the corners at the left. In this way cases A, B, E, H, and L
drop out. For cases C, ], and K we soon observe that we get seven
doubles in the four corners; this simplifies drawing the outlines of the
pieces, since we must avoid the occurrence of yet another double
in the middle; in the course of this procedure the three cases mentioned
come to a dead end. This also holds true in case D, where we
immediately get six doubles in the corners, and have to avoid the
formation of two extra doubles. The investigation of cases F, G, M,
and N is more laborious. In case F it proves to be impossible to draw

M O ° 0t-r--•• 12 8 • 15

1 Z 8 • 15
1 I: 8 • 15
f- a • 15

8 8 6 8

Fig. 38
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the outlines of the pieces. In case N it can only be done in the two
ways illustrated in Figure 38; in the drawing at the left we reach an
impasse when filling in the spot numbers, whereas in the drawing at
the right we cannot fill in the seventh double without getting equal
pieces.

In case G the outlines of the pieces can be drawn in only one way,
provided that (as always) we consider pairs of mirror-image figures
to be equivalent. Mter the seven doubles have been filled in arbitrarily,
spot numbers can be inserted in three of the seven remaining rec­
tangles in only one way, that indicated in Figure 39. After that, the
filling in can be completed in three ways. The numbers 3 and 5 can
be placed in the upper row in some order; after that, when filling in

2 "
2 ..
2 "2 8 "t 0 0

Ii 6 6

3 solutions

Fig. 39

the numbers 6 we must take care that the piece 5-6 does not appear
a second time.

In case M the outlines of the dominos can be drawn in twelve
essentially different ways, as shown in Figure 40.

In diagram 1, only four doubles have as yet been indicated. The
three remaining doubles have to result from adjacent rectangles with
the same spot numbers. However, this does not allow three doubles
to be placed without equal pieces resulting. Diagrams 2, 3, and 4 do
not yield any solutions either. In diagram 5, only six doubles are
indicated by the position of the pieces. The seventh double can only
be placed in the second-last row. The numbers 4 and 5 can only be
placed in the top row in some order; this leads to four solutions. In
diagram 6 the seventh double can only be placed in the top row,
after which the numbers 0 and 3 can only be placed in the second-last
row; this leads to one solution. In diagram 7 the seventh double can
be inserted in two ways, one of which comes to a dead end when the
filling in is continued. With the other way, a 2 x 4 rectangle arises
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which involves equal spot numbers; the numbers 2, 3, 4, and 5 can be
inserted in one way only, so that we get two solutions. Diagram 8 also
leads to two solutions. Diagrams 9, 10, 11, and 12 come to the same
thing as far as the filling in is concerned. The numbers 3 can be placed

•
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I 2

I 2

<I I 2

I 2

II II

o solutions

.. ..
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0 I

7 0 I 8
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2 solutions

6 solutions

2 solutions

Fig. 40

6 solutions

in one way only. The numbers 2 and 4 can be filled in in two ways
only; one of these ways has been chosen in diagrams 9 and 10, the other
in diagrams 11 and 12. The numbers °and 1, too, can be filled in in
two ways; one of these has been chosen in diagrams 9 and 11, the
other in diagrams 11 and 12. In diagrams 9 and 10, the numbers 5
and 6 can next be inserted in two ways, in diagrams II and 12 in only
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one way. In all, each of the diagrams 9, 10, 11, and 12 thus leads to
six solutions.

So, in all, the puzzle of the fourteen small rectangles in a rectangle
has 36 essentially different solutions.

Among the solutions there are only two for which a 2 x 4 rectangle
with eight equal spot numbers results. If the puzzle is presented with
an initial requirement for a rectangle of this type, the finding of a
solution can then be speeded up somewhat by first arguing that such
a solution can occur only if the outlines of the dominos determine
fewer than seven doubles.

III. SMALLEST AND LARGEST NUMBER
OF CORNERS

37. Salient and re-entrant angles. Figure 12 showed sixteen angles,
ten of which are salient (namely 90°) and six re-entrant (namely,
270°). Figures 23 and 35 show twelve angles. Several other figures are
possible which can be partitioned into fourteen equal squares, and
into which the 28 dominos can be placed in such a way that we
obtain the same spot number four times in each of these fourteen
squares. Such a figure (which we assume to have no holes in it)
cannot have other than 90° (salient) and 270° (re-entrant) angles.

If u is the number of the salient angles and i that of the re-entrant
angles, then u = i + 4; in other words, the number of salient angles
exceeds the number of re-entrant angles by four. To see this, let us
imagine that we are running in a clockwise direction around the
outline of the figure. When we have returned to the starting point we
have rotated through 360° in all. In passing a salient angle, we turn
clockwise through 90°, and in passing a re-entrant angle we turn
counterclockwise through 90°, so that in all we turn u x 90° - i x
90°. Since this is equal to 360°, hence to 4 x 90°, we have u - i = 4.
The total number of angles is 2 x i + 4, and thus an even number.
38. Puzzle with the slDallest nUlDber of angles. Figure 41
exhibits all conceivable figures with ten corners or fewer. No attention
has been paid to correct proportions of the figures or to the possibility
of partition into fourteen equal squares. We intend only to indicate the
various possible successions of salient and re-entrant angles.

We obtain one figure with four angles, one with six angles, four with
eight angles, and eight with ten angles. It turns out that only the sixth
figure with ten angles leads to a solution (with sets of four equal spot
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Fig. 41

numbers grouped together in squares). To this end we must give the
figure the shape shown in Figure 42 (figure with the smallest number
of angles). When we take note of the position of the seven doubles
and of the non-occurrence of two equal pieces, it turns out that the
outlines of the dominos cannot be otherwise than indicated at the
right of Figure 42. With this, the locations of the seven doubles have
been found. The spot numbers of the doubles have been filled in

~
o a a b b c c d d 6

l:J0 a a b b c Cld d,16
e e f f g g 44 5 5
e e f f g g 4 4 55
1 1 223 3
1 1 2233

Fig. 42

arbitrarily. The position of the pieces 1-2,2-3, and 5-6 is then known
also. We find further:

a # 0, # 1; b # 0, # 3, # 4; c # 3, # 4, # 5, # 6;
d # 4, # 5, # 6; e # 0, # I, # 2; f # 0, # I, # 3;
g # 2, # 3, # 4.

In addition, we havef # 5 and # 6, because otherwise we have no
place to put the 6 and the 5, respectively. Consequently, f = 2 or
f = 4. The numbers 5 and 6, occurring in squares in which there is a
double, occur combined as a piece (namely 5-6) and apart from that
only in combination with d. It follows that any solution gives another
solution if we interchange the numbers 5 and 6 outside the squares in
which there is a double, so when we continue the solution we can
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make an arbitrary choice between 5 and 6; these numbers 5 and 6
cannot be adjacent, since there is only one piece 5-6.

Iff = 2, we can place 3 only in square d, and then I only in square
C, after which only 0 can be in square g. Since 5 and 6 cannot be
adjacent, we have a = 4, after which the numbers 5 and 6 can be
filled in arbitrarily.

Iff = 4, then C l' 2, because otherwise we could no longer find a
place for I; consequently, c = 0 or c = I. The (interchangeable)
numbers 5 and 6 have to be placed in the squares e and b, or in the
squares e and g, or in the squares a and g.

Thus we find the solutions shown in Figure 43 and the solutions
that arise from these by interchanging the non-bold numerals 5 and 6.

Fig. 43

Hence, in all there are fourteen solutions. In two of these 'Solutions
two squares with equal spot numbers are adjacent (see the first of the
seven diagrams).
39. Puzzle with the largest num.her of angles. We modify the
puzzle of §38 to the effect that we do not require the figure with the
smallest, but that with the largest number of angles. In every salient
angle there must be a double. However, it is possible that one double
belongs to two salient angles. Since there are seven doubles, the figure
can show at most 2 x 7 = 14 salient angles. With fourteen salient
angles, there are 14 - 4 = 10 re-entrant angles (see §37), so that
the figure can have at most 24 angles. The fourteen salient angles
succeed each other in pairs, whereas it is also possible that four (but
not six or more) salient angles succeed each other.
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In a figure with 24 angles, which also satisfies the condition just
mentioned, the ten re-entrant and the fourteen salient angles can still
succeed each other in 250 ways. It is hardly feasible to enumerate and
to draw all these figures. However, when the puzzle requires dominos
to form squares of four equal spot numbers, I have found a 24-corner
arrangement (Fig. 44) which leads to a solution (and I think this is the
only suitable arrangement).

: i il i'----1 r-----r-J-,
J : I
i :---1 I "--
: I

i
--j

Fig. 44

As is easily seen, the outlines of the dominos can only be as
indicated in the Figure 45. From the inequality of the pieces it follows
that:

a =f. 0, =f. I, =f. 5, =f. 6; b =f. 0, =f. 1, =f. 2, =f. 5, =f. 6;
c =f. 1, =f. 2, =f. 5; d =f. 2, =f. 3, =f. 4; e =i 2, =f. 3, =f. 4;

f =f. I, =f. 2, =f. 4, =f. 5; g =f. 2, =f. 3, =f. 4, =f. 5.

Hence, a = 2 (since 2 cannot be filled in anywhere else). If b = 3,
then 5 cannot be filled in, so that b = 4. From a = 2 it follows that c
and d are not 0, 1, or 6, so that c = 3 and d = 5. As the piece 0-6

2 2

2 2 a 8
c d d a 8
c d d e e, , g g e e

5 &i , , g g " "&i &i " "
Fig. 45
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occurs only once, it follows that e = 0, f = 6, or e = 6, f = 0, and
g = 1. The interchangeability of the numbers 0 and B outside the
squares of the doubles was to be expected from the disposition of the
pieces O-a and 6-a.

A completely worked-out version of one of the solutions is shown in
Figure 46. The other one arises from it by interchanging two pieces
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Fig. 46

four times, namely the pieces 1-0 and 1-6, the pieces 3-0 and 3-6,
the pieces 4-0 and 4-6, and the pieces 5-0 and 5-6 (an interchange of
oand 6 outside the squares of the doubles).



Chapter III:
TIlE GAME OF NOUGHTS
AND CROSSES

1. DESCRIPTION OF THE GAME

40. Rules of the game. In the game of noughts and crosses two
players take turns to put a mark in a still unoccupied square in a set
of nine squares arranged as in our diagram (Figure 47). The player
who begins will be called John; we assume his mark is a cross. The
other player will be called Peter; we assume his mark is a nought.
When it is immaterial who begins, we shall call the players by their
second names Hook and Crook.

t 2 3

4 5 6

7 8 9

Fig. 47

The numbers in the squares are not required in the game. Their
purpose is only to specify a move in the discussion of the game. Thus,
for example, move 7 means that John or Peter puts his mark in
square 7.

John has to try to get three crosses in a line, either horizontally,
vertically or diagonally. For brevity, we shall call this" making a
row." Peter too has to try to make a row, but with three noughts. The
player who makes a row is the winner; among Dutch children this is
accompanied by the exclamation "Boter, melk en kaas, ik ben de
baas" (" Butter, milk and cheese, I am the boss"). If neither of the
players manages to make a row, which is what usually happens, then
the game ends in a draw.
41. Supplement to the game. To get more possibilities, and make
the children's game described in §40 somewhat more interesting, we

69
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supplement it as follows. If Hook has made a row, the filling in of
marks is continued, so that then it is Crook's turn again. If Crook
also succeeds in making a row, he has lost singly, otherwise he has
lost doubly.

Ifa player manages to make a second row, or two rows in one move,
he has won trebly.

In the following discussion we shall consider the game in this
extended version.
42. Consequences of the rules. If Hook was the first to make a
row, and if it was a diagonal, then he has won doubly at least. For in
such a case there is at least one of Hook's marks in each of the eight
rows of the figure, so that a row for Crook is no longer possible.

If Peter was the first to make a row, and if it was horizontal or
vertical, then he wins singly. For at the end of the game Peter has
only one nought outside the row he has made, so that John will still
make a row, too (horizontal or vertical, respectively), no matter how
the game is continued.

IfJohn was the first to make a row, and ifit is horizontal or vertical,
and if Peter can make a row after that, then that row is also horizontal
or vertical, respectively. In the first two diagrams in Figure 48 Peter

g;g
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X 0 ~
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Fig. 48

can make a row immediately after John. However, if Peter cannot
do it immediately after John, then John can easily prevent Peter
from making a row (as in the third diagram), or else a row for Peter
is no longer possible (as in the last diagram).

If one player is to make two rows (winning trebly) five of his marks
are necessary. So Peter cannot win trebly, because he fills in a nought
only four times. The various cases in which John wins trebly are
shown in Figure 49.

The heavy cross is on the square common to both rows made. The
six diagrams present the only cases of this type, provided figures that
arise from each other by reflection or rotation are considered to be
identical (as they always will be in what follows). John can only win
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trebly if Peter fills in his last noughts so badly that it practically never
happens.

A

x X X

X 0 0

X 0 0

D

0 x 0

x X x

0 x 0

B

X X X

0 X 0

0 0 X

E

X 0 0

X X X

0 0 X

Fig. 49
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x X X
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0 X 0

F

X 0 X

0 X 0

X 0 X

II. CONSIDERA nONS AFFECTING VALUES
OF THE SQUARES

43. Value of a square. In the beginning of the game, especially
with his first move, a player is well-advised to make his mark in a
square that belongs to as many rows as possible; we shall regard this
number of rows as the value of the square or of the move. By making
the move with the largest value, Hook makes as many rows as possible
useless for Crook, and he makes as many rows as pos~ible available for
himself. Hence, at the start of the game, the central square 5 (value 4)
looks most profitable. Next come the corner squares 1, 3, 7, and 9
(each having value 3). The border squares 2, 4,6, and 8 (value 2) are
the least advantageous. The safest opening move for John is therefore
5, and the safest reply by Peter is 1,3,7, or 9. IfJohn does not begin
with 5, then Peter's best move is to reply with 5.

It does not follow that beginning on a square with a larger value
necessarily gives an advantage. Indeed, this is not the case. Every
opening move by John leads to a draw if good play follows. However,
opening on a border square does require more careful play than
opening on the central square.

If Hook, on his second move, wants to judge its strength, he should
disregard a row containing the square in question, if it is one in
which he has already put his mark, since there is then no increase in
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the number of rows made useless to Crook. Hence, the value that
for example John (who is to move) should assign to a still unoccupied
square could be put equal to the number of rows to which this square
belongs and in which John has not yet filled in a cross. When there
are no other factors that decide for or against this move, a player is
well-advised to fill in his mark in a square that has the largest value
according to this rule.
44. ReDlarks on the value of a square. In the foregoing we have
equated a row in which nothing has been filled in with a row in which
your opponent has already filled in his mark. However, these two cases
are not equivalent, but it is not possible to express the difference in
figures according to a general rule. Sometimes in judging the strength
of a move a row in which nothing has been filled in is more important
than a row in which your opponent has already put a mark, sometimes
the opposite is true. The first case holds when you want to increase
your chances of winning, the second when you want to reduce your
chances of losing. It depends entirely on the situation to which of
these two chances more attention should be given. For example, ifyou
see that you cannot win any more, the best you can do is to make
useless to your opponent the ·rows in which he has already put one
mark. This holds to an even greater extent, of course, for a row in
which your opponent has already put two marks; then it is generally
necessary to occupy the third square of that row.

The rows in which you yourself have already put a mark have not
been taken into account, either. In general, such a row increases the
strength of a move, because you get two marks in a row and thus your
opponent is not free in his reply. However, the advantage of this can
vary considerably from case to case.

According to the foregoing, the concept of "value of a square"
soon loses its significance. Hence, a player is well-advised to pay
attention to combinations that lead to a win or that avert a loss, as
soon as two or three marks in all have been filled in. If he does not
see such a combination, the values of the free squares at any rate
provide some guide, especially when he is not playing for a win, but
to avoid a loss.

III. DIRECTIONS FOR GOOD PLAY

45. Senrl-row or threat. l\1aking a semi-row must always precede
making a row. Bya semi-row we mean two like marks on a row, the
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third square ofwhich is still free; we shall also call this a threat. If one
of the players makes a semi-row, we can safely assume that this
threat will always be seen by the other player (and also by himself).
Hence, if Hook makes a semi-row, then Crook (if he cannot make a
row himself) places his mark on the free square of that semi-row
(averting the threat). If you stick to this simple rule, you will never
lose trebly.

It may happen, however, that it is more profitable (or rather, less
disadvantageous) to depart from the above rule, namely when you
see that a loss can no longer be avoided, while departure from this
rule averts a double loss. This is only possible, if at all, by abandoning
the row to your opponent, and replying with a counterthreat. How­
ever, this is certain to fail when the (opponent's) threat is along a
diagonal (cf. §42). So a diagonal threat should be averted without
hesitation.
46. Double threat. The only way for Hook to win is to make two
semi-rows with different free squares. Hence, this is what he does, if
he gets the opportunity, that is, if there are no threats to be averted,
which usually takes priority. We then speak of a double threat;
in distinction from this, a single semi-row (as in §45) will also be called
a single threat. A player-John, say-achieves a double threat by
placing his cross in the square common to two rows, if there is already
one cross in each of these rows, but no nought; on his next move John
can then make a row.

Peter can only make a double threat on his third move, so that
making a row is possible no earlier than on his fourth and last move.
John can make a double threat sometimes on his third move and
sometimes on his fourth move, so he can make a row either on his
fourth or on his fifth (and last) move. However, when a player is
concerned with averting a double loss, he may, in exceptional cases,
even make a row on his third move.
47. COlDbined threat. IfJohn makes two semi-rows with a common
free square, then this is not a double threat, because Peter can annul
both threats simultaneously by occupying this free square. If Peter
did not do this, John would win trebly by occupying the square, so
that making two such semi-rows is a threat to win trebly.

Such a threat can only be made at the fourth move, and only by
John. It is true that with his fourth move Peter can sometimes make
the pattern ofa threat to win trebly, but this cannot properly be called
a threat, because it cannot be followed by any move made by Peter.
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It is wrong to make a threat to win trebly, if it is not combined with
another threat, since in this event John had an opportunity to make
a row and allowed the opportunity to pass. After the threat to win
trebly has been annulled, John has only one move left and hence he
can no longer make a row.

The cases of a threat to win trebly arise from the six diagrams in
Figure 49, by removing from each the heavy cross and one of the
noughts. This gives thirteen cases; in seven of these Peter can reply
by making a row. The remaining six cases are shown in Figure 50.

The letters over the diagrams indicate the particular diagrams of
Figure 49 from which they have been derived. The dot indicates the
free squares, in which the corresponding diagram of Figure 49 has a
bold cross.

In the last three figures the threat to win trebly occurs in combina­
tion with another threat. We call this a combined threat. Of course,
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Fig. 50
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X 0 0 0 X 0 X

Peter annuls John's threat to win trebly by putting his nought in the
square with a dot; John then wins doubly.
48. Replying to a double threat. In what follows we shall assume
that one of the players has to reply to a double threat consisting of two
semi-rows, and that he cannot do this by making a row.

IfJohn makes a double threat on his fourth move, then the reply is
Peter's last move. Peter then loses doubly. So we can assume from
now on that Hook makes the double threat on his third move. Crook
then still has to make 2 moves, irrespective of who made the first
move, and he should consider how to avoid a double loss, if possible.

This is certainly possible when Crook can reply by a double
counterthreat. Hook then makes a row on his fourth move, and
Crook makes one on his last move.

If one of Hook's two semi-rows is diagonal (a mixed double threat),
then Crook's only chance of success (that is, of avoiding a double loss)
is to prevent the diagonal from becoming a row for Hook (see §42).
This does not guarantee Crook an escape from a double loss, but he
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need not consider this when making the move. We would nevertheless
like to say something more about the result. Ifpreventing the diagonal
row does not impose a counterthreat, it has no effect, because
immediately after that Hook can make a row to which Crook cannot
reply with a row; this does not imply, however, that the move does
have an effect when it is also a counterthreat. If it was Crook who
made the first move (so that he thus is John), he avoids a double loss
if he averts the diagonal threat; for in making his last move, Peter can
do no better than make a horizontal or vertical row, so that he wins
singly (see §42); here John's move is automatically a single or double
counterthreat.

If it is possible to reply to a mixed threat with a double counter­
threat, then this reply is at the same time a cancellation of the diagonal
threat; fo: the double counterthreat leads to a single loss, whereas
failure to avert the diagonal threat leads to a double loss. So the reply
can be motivated in either of two ways. If Crook notes only that the
reply is a double counterthreat, this assures him success without more
ado, and whether this can be achieved in another way is immaterial.
If Crook notes only that his reply averts a threat along a diagonal,
then he sees that no other move can be successful; it can then be left
an open question whether his reply avoids a double loss. Both moti­
vations, however, have the same effect, since either argument makes
Crook give the reply unhesitatingly, with no need for further
consideration.

A diagonal double threat, that is, a threat along both diagonals
(which can only result from move 5) always leads to a double win;
it is impossible to reply to a diagonal double threat by making a row.
Hence, if one of the players can make a double threat in more than
one way, and if one of these involves both diagonals, he can then
occupy square 5 without hesitation; it is not necessary here to consider
any other double threat. The situation in Figure 51 is the only one in
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X 0

Fig. 51
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which John has no threat to avert on his third move, but can use this
move to make a double threat in more than one way, one of which is
along both diagonals; John has another double threat, with move 3,
which gives him a single win after it evokes a move 5 in reply, but
John should ignore this and select move 5 for his own move.

Suppose that John makes an orthogonal double threat (along a
horizontal and a vertical row), and that Peter cannot make a double
counterthreat. If Peter does not reply with a counterthreat then John
can immediately make a row, after which Peter cannot make a row.
If Peter makes a counterthreat that does not cancel either of the two
threats, then John can cancel the counterthreat (on his fourth move),
after which Peter cannot make a row, though John can. So the only
chance for Peter to avoid a double loss is to reply with a counterthreat
that cancels one of the two threats. However, there is no guarantee
that such a move of Peter will be successful; for ifJohn makes a row or
a double threat by cancelling the counterthreat, he wins doubly, but
otherwise singly. As Peter has to avoid one of the two threats anyway,
Peter has at most two replies (hence none, one or two) by which he
avoids a double loss.

If Peter makes an orthogonal double threat, then he cannot achieve
more than a single win, however badly John plays (see §42). Hence,
John's reply is then completely immaterial; he cannot lose doubly
even if he wants to.

The previous arguments also show that the only chance for Peter
to win doubly is to make a diagonal double threat.
49. Further directions for good play. When Hook makes a
double threat, it does not necessarily follow that Crook could have
averted this on his last move without allowing a single threat already
present to survive (when he would lose immediately thereafter).
Hook's tactics here have been to compel Crook to make a certain
move by making a single threat (one semi-row) and after that playing
the double threat; Crook's mistake here is farther back. For example,
in the position shown in Figure 52, John (playing the crosses and
having to move) wins singly by playing 4, 7, or 9 (with the respective
replies 7,4,5) and next making a counterthreat by 5, 9, 7, respectively.

I t may happen that Crook sees the danger after the single threat, and
also sees that averting the threat leads to a double loss. If Crook can
then make a double counterthreat (disregarding the single threat
made by Hook), this will then ensure that he avoids a double loss.
Hook then sometimes makes a row on his third move. An example is
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provided by the position of Figure 53, in which John (playing the
crosses) obviously has the next move. If John plays 4, Peter wins
doubly by the diagonal double threat 5; so John makes a double
threat by playing 5, and loses singly.

x 0 0 X

X

0

Also, Crook can sometimes avoid a double loss by ignoring the
double threat and replying with a single counterthreat. This applies
to the position of Figure 54, in which Peter (playing the noughts)
obviously has the next move. If Peter plays 4, John wins doubly by
the reply 5. Peter plays the threat 5. John then replies with the double
threat 8, hoping that Peter will still make an error-9, say. However,
if Peter replies 4, then John has to play 9 or risk abandoning his
victory; in this way Peter loses singly only.

x 0

X

Fig. 54

x 0

X X

0

Fig. 55

IfJohn can follow a double threat by making a row on his fourth
move, it may be more advantageous to postpone this for one move,
and to prevent Peter from making a row first. However, this is only
correct if it gives John another double threat. In this way John may
achieve a double win instead of a single win. For example, if Peter
gives the best possible reply to the double threat in Figure 55, namely
9, then John does not play 4 and make a row (by which he would
obtain a single win), but instead he makes a combined threat by
playing 7, through which he wins doubly.
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IV. SOME REMARKS ON GOOD PLAY

50. Rell1arks on the double threat. If John can make a double
threat in two ways, with an orthogonal double threat and a mixed
one, then sometimes the one and sometimes the other double threat
is more successful, and the result of both threats can also be identical.
Thus, in the left-hand diagram of Figure 56, the orthogonal double

x 0 0

X

x

x 0

0

x 0

0

X

Fig. 56

threat (move 7) leads to a double win, whereas the opposite holds
in the diagram at the right. In the middle diagram both double
threats (moves I and 2) lead to a single win.

John may find that it is not his move, and that he has no semi-row,
but that if it were his move he could make a double threat in so many
ways that Peter could not simultaneously avert all these threats with a
double threat. In Figure 57 any of John's moves would be a double

x 0 0

X

X

Fig. 57

threat if he were allowed to make a move. When we note that in fact
it is Peter's move, John then has one way to make a double threat
after each move by Peter (Peter's 4, 5, 7,9 will be followed by 9,7,5,4,
respectively, by John); in every case John obtains a double win.

IfJohn's last move in Figure 57 has been 6, then before this move
we had the left-hand diagram of Figure 56; John could then have won
doubly in a simpler way by the double threat 9, but the double threat
7 would have been wrong. If 8 was John's last move, then he could
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have won doubly in a simpler way by the mixed double threat 5, but
the orthogonal double threat 4 would have led to a single win only;
this provides another case where the orthogonal double threat yields
the worse result. If (still in Figure 57) John's last move was 1, then it
was a forced move; in this case Peter has made a bad move and driven
John into the position of automatically winning doubly with no need
to be particularly observant.
51. Connection with the value of a move. If Hook has made
seven of the eight rows useless to Crook (so that the values of Hook's
moves sum to 7), and if Crook cannot make a row immediately after
that, then Hook can no longer lose, for Crook can no longer make a
double threat. If Hook has made six rows useless to Crook, and if
Crook cannot reply with a row or a double threat, then Hook cannot
lose, either; for, after averting a possible single threat, Hook has made
at least seven rows useless to Crook.

By examining the various possibilities I discovered also that a
player cannot lose when he has made five rows useless to his opponent,
provided no row or double threat is possible as a reply; there may be a
simple way to show this, but I have not succeeded in finding one.

V. GENERAL REMARKS ON THE ANALYSIS
OF THE GAME

52. Preliminary remarks. When children play the game, they
often make a semi-row here and there, hoping that their opponent
will not notice it. However, we assume that the game is not being
played in this naive way, and moves that are too obviously inferior
will therefore be omitted in the analysis that now follows.

We assume that Hook sees any threat by Crook, also that Hook
always sees any double threat that he can make and any double threat
that Crook threatens to make on his next move. In this last situation
Hook averts the double threat, if possible, unless he can do something
better, such as making a double threat himself; moves that fail to
avert a double threat and have no compensating advantages will not be
mentioned, except when the double threat is impossible to avert. We
also assume that averting a diagonal threat is given the highest
priority (in order to avoid a double loss), unless there is also a threat
to win trebly (which must be a combined threat); then this latter is
averted. More generally, we assume that a player knows how to reply
to a double threat.
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The number of possibilities, which would otherwise be excessively
large, is reduced very considerably by the joint effect of these
assumptions.
53. DiagraUls. To allow the diagrams to show the order in which
the marks have been filled in, we shall record John's marks as 1,2,3,
4, 5 (instead of crosses, as in the real game) and Peter's marks as
a, b, c, d (instead of noughts).

When different continuations all lead to the same result, marks
have not usually been filled in following 3 or c (sometimes not
following b, when John's third move is immaterial). It is then easy to
examine later possibilities. In some cases in which compulsory moves
lead to a draw, the filling in of the moves has been continued to a
further stage, occasionally as far as the end.

If the result is a victory by Hook, filling in of the moves has usually
been continued until Hook has made a row, to show whether the
win is single or double. If there is earlier evidence that the win is
single, then we stop earlier when this avoids a further division into
cases. Likewise, we make an earlier stop at a diagonal double threat,
since this leads to a double win.

Moves that are completely equivalent because they arise from each
other by reflection or rotation have been mentioned only once, as
the move corresponding to the square with the lowest number. In
judging whether moves are equivalent by reflection, the marks 1 and
2, for example, are considered as identical, since both marks represent
crosses in actual fact.

A move that does not avert an existing threat has been mentioned
only when cancelling the threat would lead to a double loss; the
examination of other moves makes no sense when averting the threat
leads to a draw or a single loss, because then these other moves cannot
possibly produce a better result. So the diagram for a move that does
not avert a double threat has been placed after the diagram in which
the threat has been averted. Apart from this, the moves that deserve
consideration have been dealt with in the order of the numbers of the
squares.

Below each diagram the result is given, as follows: d: draw;
sw: single win for John; dw: double win for John; sl: single loss for
John; dl: double loss for John.
54. Tree derived froUl the diagraUls. To provide a clear survey
of the consequence of the various moves contained in the diagrams,
we derive a tree from these diagrams. For every move by Hook, the
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'.tree presents the replies by Crook that deserve consideration, up to a
certain move. From the effects of Crook's replies we can derive the
result of Hook's move. This is the result most favorable to Crook
among the various replies possible to him, since the result of a move
by Hook should be judged in the light of the best defence by Crook.

The merits of a move can be appreciated immediately from the
tree by comparing the result with the results of the other moves that
deserve consideration. A question mark has been appended to a move
that gives a worse result than some other possible move. When a
move is still worse than a move that is already bad, it has been
provided with two question marks, etc. Occasionally a move has been
supplied with an exclamation sign, namely when it is one of the best
moves and also when there is the possibility of a bad countermove.

VI. PARTIAL ANALrSIS OF THE GAME

55. John starts with the central square 5, Peter replies with the
corner square 1. According to the values of the squares, John
cannot do better than start with the central square 5, and Peter
cannot do better than reply with the corner square 1. John's next
move can be 2, 3, 6, or 9 (because 4 amounts to the same thing as 2,
etc.). These possibilities will be indicated by A, B, C, D. Case A, in
which Peter's second move 8 is a compulsory move, is subdivided into
the cases AI, Au, Am, and AIv, depending on whether John's third

All

a 2 d

c 1 8

C b Ii

d

Alii Alv

~~
tilifj ttihj

d d

c
a C c

b 1 2

8 d 0

d

Fig. 58
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move is 4, 6, 7, or 9, respectively (move 3 deserves no consideration,
since Peter will play the double threat 7). This gives the diagrams of
Figure 58.

The game results in a draw in every case. IfJohn and Peter do not
play too badly after their first moves, no other result is possible.
56. John starts with the corner square 1, Peter replies with the
central square 5. If John starts with I, then (according to the
values of the squares) Peter's best reply is 5. After that, there are the
possibilities in Figure 59.
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~
2b

c a ..
8

d

t b 2

c a ..
Ii 8 d

d

BlI CI

~~
tilitj t±tilij

d d

CII
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d
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t 8 c

d a 2.. b Ii

d

ClY

~
88

a 2

8 8 b

d

D
t b ..
Ii a d

c 8 2

d

Fig. 59

In case B, Peter's third moves 4 and 6 amount to the same thing,
similarly with 7 and 9. In case D, Peter's second moves 2, 4, 6, and 8
are equivalent; Peter's second move 3 (equivalent to 7) deserves no
consideration, since it does not avert a double threat. In diagram CI,
each of Peter's third moves 4, 7, and 9 deserves consideration (they
all lead to a draw), therefore the letter c has been inserted in each
of the squares 4, 7, and 9. For the same reason, the number 3 has been
written in each of the squares 2, 3, 7, and 8 in diagram CIV. This
method of economizing in diagrams has often been applied later, also.

In any of these cases, the game results in a draw, and we consequently
omit the corresponding tree (as in §55).
57. John starts with the border square 2, Peter replies with the
central square 5. The ensuing possibilities are shown in Figure 60.

The corresponding tree (in which Peter a means" Peter's first
move," while John 2 means "John's second move," etc.) is:
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Peter a 5d

I I I
John 2 4d 7d 8 ?sl

I-I I I I I-I
Peter b 3 I 3 3 4 6 I 4

d
John 3 7 9 7 9 6 4 9 6

d d d d d d sl sl

The game results in a draw, unless John plays 8 on his second move,
in which case he loses singly. In his first two moves, John has here
made the moves with the lowest values.

Bu

c t b
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8 d 4

d
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a 8 a 8
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8 a b
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51 51

Fig. 60

58. Equitable nature of the gaD1e. From the diagrams in §§55-57
it appears that Peter can achieve a draw by replying 1 to John's
opening move 5, and by replying 5 to any other opening move.
Evidently Peter cannot achieve a better result however John may
open. For John is certainly not in a worse position after his first move,
whatever it may be, than Peter was at the beginning of the play, so
that John, too, can achieve a draw. This shows that with good play
on both sides the result is a draw.

Hence, the advantage that John has from making the first move is
not sufficiently large to be converted into victory. However, John
has a slightly easier game, and a greater chance of winning by a
mistake of his opponent. But if Peter plays 5 or 1 on his second move
(the latter ifJohn opens with 5), he too then has an easy game.
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VII. COMPLETE ANALYSIS OF THE GAME

59. John starts with the central square 5, Peter replies with
the border square 2. The ensuing possibilities are shown in
Figure 61.

Al/J Alb All Br

~~+~+~H*rq~
~~bttJbdtt[Jjj

sw sw sw sw

Bn C

~
aceab

2 t b .. t
8 2 c

sw sw

b a8.. t d

c 2 II

d

Fig. 61

The tree derived from this is:

Peter a 2sw

I I I I
John 2 lsw ~w 7 8?d

II
Peter b 9 6 3 1 7

I~ I~ d
John 3 4 7 1 7 3

sw sw sw sw sw d

John wins singly, unless he plays 8 (the move having the lowest
value) on his second move (which produces a draw).

In connection with §55 one gets the tree:

John 1

Peter a

5d

1-1-,
Id 2 ?sw

Hence Peter's first move 2 is wrong.
60. John starts with the corner square 1, Peter replies with the
border square 2. The diagrams are as in Figure 62.
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1 a ..
5 lJ d

c 8 II

In cases A and D only Peter's second move 5 deserves consideration;
after any other move on Peter's part, John makes a double threat.
The corresponding tree is:

Peter a 2sw

I I I I I I I
John 2 3? 4 5sw 6? 7!sw 8?d 9?

-I-I r--I
Peter b 5 7 9 5 4? 5 7 9 5

r--I d d
John 3 8 5 4 7 8 5 8 8

d sw sw sw d dw sw d

A B CI CII D

~rm+~H~t~8~~
~~~~~d _ _ _ d

EI ED F G

~~=H!¥+l
~~~

dw sw d d

Fig. 62

The result given after Peter's first move 2 is the best result (for John)
among the results of John's various second moves. The result given
after John's second move 7 is the best result (for Peter) of the second
moves 4 and 5 by Peter.

The tree shows the merits of the moves more clearly than the
diagrams do. John's second moves 3, 6, 8, and 9 are wrong, since they
lead only to a draw, whereas the moves 4, 5, and 7 lead to a single
win. Of these moves, 7 (marked with an exclamation point) can be
considered as the best. It is true that the result of 7 is the same as that
of 4 and 5, assuming that Peter's further play is correct, but by
playing 7 John has a chance that the threat will be cancelled by a
move 4 by Peter (who after all made an error on his first move),
after which John will make a diagonal double threat with 5, and win
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doubly; if Peter decides to prevent the latter threat by making the
counterthreat 5 on his second move, John does not immediately make
a row, but instead prefers to have a second chance of a double win by
playing 8 (a double threat that cancels Peter's threat); however, this
chance is removed if Peter makes the move 4.

Case E (where John plays 7 on his second move) is consequently
quite interesting. It is a puzzle in its own right. The first move I by
John and Peter's reply 2 are given and the problem is: How should
John play in order to win, with a chance of a double win, and how
should Peter play in order to avoid a double loss?
61. John starts with the corner square 1, Peter replies with the
corner square 3. The diagrams are as in Figure 63.
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d

All
1 ~ a

d c b

4 8

sl

Am B C

~~H*~~
~ bt[]jJ~

sl sw d

D E F G

~~~~
tJ[J[J~~~

d sw d sw

Fig. 63

In diagram F, after his second move, John threatens to make a
double threat in 3 ways (on squares 5, 7, and 9). Peter can avert all
threats only by the move 9.

The tree derived from the diagrams is:

Peter a 3sw

I I I I I I I
John 2 2? ?sl 4 5? 6?d 7 8? 9

I I I I I-I
Peter b 5? 6 8?d 9 7 9 4 5 4 9 5

I-I d
John 3 7 9 7 9 6 5 6 7 9 6 7

d sl d d sl sw d d sw d sw
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From this tree it is seen that John wins singly by playing 4, 7, or 9
on his second move. John's second moves 5, 6, and 8 lead to a draw
only, and hence are wrong. Worse still is the second move 2 by John,
which leads to a single loss; however, if Peter commits the error of
playing 5 or 8 on his second move, the result is a draw.
62. John starts with the corner square 1, Peter replies with the
border square 6. The diagrams are as in Figure 64.

In diagram E, if Peter chooses either 3 or 4 for his second move
(other moves deserve no consideration at all, except move 9, which
comes to the same thing as 3), this leads to a double win for John, as
do Peter's third moves 2, 4, and 5 in diagram Fn. This has been
worked out further in the following tree:
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I
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7dw 9? 9

II
495
537
dw dw sw sw

Peter b

Peter c
John 4

John 3

The seven possible second moves by John are ofsix different degrees
of merit. The best move is 7; Peter cannot then avert a double loss
(see diagram E). Next comes move 3 (diagrams BI and Bn), which
guarantees a win and gives a chance of a double win; by playing 5
on his second move, instead of averting the threat by playing 2 (which
will be answered by a diagonal double threat), Peter avoids a double
loss, since he will reply with the threat 2 to John's third move 4; John
cannot avert this without abandoning his win. Next in value comes
John's second move 5, which yields only a single win, provided Peter
does not play too badly (that is, if Peter averts the diagonal threat
on his second move). Worse still is John's second move 8 (diagrams
FI and Fn), which leads to a draw with a chance of a double win, for
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Peter could reply with 9 instead of 5. Still a little worse are John's
second moves 4 and 9, which lead to a draw without the chance of a
win. John's worst second move is 2, which leads to a single loss.

If we assume that Peter plays well after his second move, John's
moves are of four possible degrees of merit, because then moves 3 and
5 are equivalent (a single win), as well as moves 4, 8, and 9 (a draw).

IfJohn has chosen 8 as his second move, then no replies by Peter
other than 5 and 9 deserve consideration, because only these will
prevent a double threat on John's third move. Yet it appears on
further consideration that moves 3 and 7 are less bad than 9, because
they lead to a single loss only (see the tree). Peter's second move 4
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causes him to lose doubly, and so does his second move 2; by playing
the latter move, however, Peter still has a chance that he will lose
singly only, namely ifJohn gives the wrong reply 9.

Various curious situations arise in the course of the game. For
example, the boldface 9 (corresponding to John's second move 7)
yields a treble threat. The remaining three boldface moves in the tree
(corresponding to John's second move 8 with 2, 4, or 9 as a reply)
produce combined threats. In these situations John forces a double
win, and Peter tries, in vain, to escape a double loss.

The first move 1 by John, together with Peter's reply 6, gives rise
to the following puzzle, which is possibly even more interesting than
the puzzle in §60: How should John continue in order to achieve the
best possible result?
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63. John starts with the corner square 1, Peter replies with the
corner square 9. The possibilities are shown in Figure 65.

Mter John's second move 6 and Peter's reply 8 the situation is
precisely the same as after Peter's second move in diagram Fn of
Figure 64 (assuming a reflection, and an interchange of moves). This
type of situation of course occurs repeatedly.
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Fig. 65

From the diagrams we derive the following tree:

Peter a 9sw

I I I I
John 2 2?? 3 5? 6?d

I I I I
Peter b 3 2 3 4 5 7 8?

d d
John 3 6 7 6 8 7

sl sw d d dw

John's best move is 3 (a single win), and his worst move is 2 (a
single loss). Move 6 is slightly better than 5; both moves lead to a
draw, but in playing 6 John has a chance to win doubly after a wrong
reply 8 by Peter.
64. Results of John's first move 1. The following tree gives a
survey of the results of John's first move I for different replies by
Peter:
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John 1

Peter a
I
2?sw

I
3?sw

Id
, I
5d 6??dw

I
9?sw

From this tree we can judge the qualities of Peter's various replies.
Peter has only one correct reply, namely 5. This leads to a draw, so
the result ofJohn's first move also is a draw; in §58 this result has been
found in a simpler way. Peter's worst reply is 6; it causes him to lose
doubly.

It need not surprise us that 5 is Peter's best reply, because this move
has the largest value, namely 4, and the game has just started. Peter's
worst reply has the smallest value, 2. At the same time, Peter's reply
2, which leads to a single loss, also has the value 2, whereas moves 3
and 9, which have the value 3, also lead to a single loss for Peter.
65. John starts with border square 2, Peter replies with the
corner square 1. We leave the construction of the corresponding
diagrams to the reader. The tree derived from the diagrams is:

Peter a Id

I ,
I I I I I

John 2 3 ?sl 4 5 6 ?sl 7 8? 9!d

I I I I d I , I I d I I I I
Peter b 4 5? 7 8? 8 4? 5? 7s1 8? 5 4? 5 7 8

d d -,Id d d
John 3 7 9 4 7 9 4? 5 9 7 4

sl d sl dwd dl sl sl dw d

John's best second move is 9; he then achieves a draw with a chance
of a double win (if Peter replies with 4). After John's second move 9,
the same situation has arisen as in §63 after John's second move 6. The
second moves 3, 6, and 8 by John lead to a single loss. After John's
second move 3, he still has a chance to draw if Peter plays 5 or 8 on
his second move (instead of 4 or 7). To John's second move 6 the best
reply is 7; if John then averts the threat by 4, instead of making a
double threat by 5, he loses doubly. However, if Peter makes one of
the wrong moves 5 or 8 in reply to John's second move 6, then the
game results in a draw; should Peter, worse still, play 4, then John
wins doubly; in this case, John averts the threat by 7, and then
threatens in four ways to make a double threat.
66. John starts with the border square 2, Peter replies with
the border square 4. The corresponding tree is:
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Peter a 4sw

1
, , ,

1 I
John 2 3?? 5sw 6?d 7? 8?? 9?d

1 I 1 1 -I-I
Peter b 3 8 1? 3 7? 9 5 5 1? 5

I-I d d
John 3 5 7 1 3 7 1 6 6 7 6

sw sl sw sw dw dw d sl dw d

John wins singly by playing 1 or 5, and loses singly after 3 or 8. For
the two remaining moves that John can make, the result is a draw;
in playing 6 or 9 on his second move, John still has a chance of a
double win.
67. John starts with the border square 2, Peter replies with
the corner square 7. The corresponding tree is:

Peter a 7sw

I I 1 I 1 1
John 2 3?? 4? ?sl 5? 6? ?sl 8?? 9?

I I 1 1 1--1
Peter b 3 5? 6? 8?? 9s1 8 lsI 4? 5

d 1-' -I-I
John 3 5 4 3 9 5 8? 9 4? 5 1 3 4

sw sl d dw sl dl d dl sl dw sl d

After Peter's first move John wins only by playing 1, in which case
he wins singly. IfJohn plays 5 or 9, the result is a draw. After playing
3 or 8 on his second move,John loses singly. This is also the case when
John plays 4 or 6 on his second move, but then the result can be more
favorable for John if Peter makes a bad move. If 4 is John's second
move, then 9 is Peter's best reply; it causes John to lose singly, and
even doubly if he is not careful. If Peter replies 5 or 6 to John's move
4, the result is a draw; if Peter plays 8 he loses doubly, for after John's
third move 9 we have the previously mentioned situation in which
Peter may receive any of four threats none of which he can avert
with a double threat (see §§50 and 65). If6 is John's second move, and
if Peter replies with 1, then John loses singly (and even doubly if he
is not careful); however, if Peter gives the wrong reply 4, then John
still wins, in fact doubly. So on either side there are ample opportuni­
ties to make errors, and the advantage can alternate.
68. John starts with the border square 2, Peter replies with
the border square 8. The tree that corresponds to this case is:
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Peter a Sd

I I I
John 2 4d Sd 7d

I I I I '-I II
Peter b 3 1 3 7 ? 9? 1 7 1 3

d d d dw dw d d d d

Whatever John's second move, the result is a draw, provided the
defender makes no errors. Still, 4 is John's best move, because it gives
a chance of a double win.
69. Results ofJohn's first lDove 2. The following tree represents a
survey of the results of John's first move 2 for the various replies by
Peter:

John 1 2

I
Peter a Id 4 ?sw Sd 7 ?sw Sd

Peter has three correct replies: 1, 5, and 8 (leading to a draw). Of
these, 1 can be considered as the best, and 8 as the worst move,
because after Peter's first move 5 it is possible that John will make
the wrong move 8, so that Peter wins singly (see the tree in §57),
whereas after Peter's first move 1, three out of the seven replies that
John can make are wrong.

VIII. MODIFICATION OF THE GAME OF
NOUGHTS AND CROSSES

70. First lDodification of the galDe. In the game of noughts and
crosses, a player will soon observe the advantage of occupying the
central square 5, if he gets the chance, and a corner square otherwise.
When both players see this, the game always results in a draw. In
consequence, the fun will soon go out of the game.

The game can be made more attractive by the stipulation that
neither player may occupy the central square 5 earlier than on his
second move. This does not affect the analysis of the game except for
the deletion of the cases in §§55, 56, 57, and 59 (the least interesting
cases). From the trees in §§64 and 69 the middle branches (hence 5d)
should be deleted. This causes the result of John's first move 1 to
change into a single win, whereas that ofJohn's first move 2 remains
unchanged, namely a draw. So John can still achieve a single win,
However, the chances become equal again if an even number of
games is required, with the players taking turns to start.

The rules will make John aware of the advantage of the move 5, if
he did not see this of his own accord. This may suggest to him that he
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should play 5 on his second move. The trees in §§60-63 and 65-68
show that this move is in no case better than all other moves, while
the second move 5 will change a sinr:le win into a draw in cases 1-3
(John starts with I, Peter replies with 3), 1-9, and 2-7, and will
change a double win into a single win into the case 1-6. So when
Peter replies with 3 or 9 to John's first move I, and with 7 to 2, he has
a good chance that the game will result in a draw through the wrong
move 5 by John. So the game has become more difficult, with
alternations of the chances of winning and losing, and thus has a
greater appeal. It would be less attractive to permit the occupation
of the central square only on Peter's second move, because then the
possibilities for John to make errors would be reduced.

Since a border square is the opening move least favorable to John,
the stipulation may also be made that John is required to open on a
border square, whereas Peter is not allowed to reply with the central
square, these being the only restrictions. This stipulation has the
advantage that it leads to a draw in the case of good play. The
complete analysis is now given by the four trees in §§65-68 only.
71. Second lI1odification of the gall1e. Another modification of the
game, again to prevent an early occupation of the central square 5
(but a modification that is more natural and also more interesting),
introduces a rule that a player is allowed to occupy the central square
only when his opponent would make a row by occupying the central
square. John, who begins, is not allowed a fifth move, and the game
is over after Peter's fourth move.

The analysis of the game thus modified does not consist in deleting
some of the trees (or branches of trees) corresponding to the original
game, but has to be made anew. The construction of the diagrams is
left to the reader. The trees derived from these, corresponding to
John's first move 1 are:

Peter a 2sw

I I I I I I
John 2 3sw 4?d 6sw 7 8?d 9?

I I I I I I I I -II
Peter b 4 7 8? 7 3?dw 4? 7 8? 9 4 7 95

I I I d d
John 3 9 9 5 8 4? 7 8 9 9 5 4 9 8

dw n I-I dw
Peter c 5 5 6 9 5 4 8 5 5 9 8 5 7

sw sw d d sw dw dw dw sw dw sw sw d
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Peter a 3sw

I I I I I I
John 2 2? ?sl 4 6? 7 8? 9

I I I I I
Peter b 4?d 6 7?? 8?d 9 7 4 4 9 5

I-I d
John 3 6 9 5 7 9 6 5 9 6 7

-I-I
Peter c 8 9 5 9 4 5 7 9 5 4 4

d d sl sw d d sl sw sw d sw

Peter a 6dw

I I I I I I
John 2 2??? 3? 4??d 7dw 8?sw 9??

-II I I I I I
Peter b 3 2 7 3 4 2?dw 3 4? 7sw 9?dw5

I-I r-I
John 3 9 7 3 9 9 5 7dw 9? 9 5 2 3 4

dwn II -II
Peter c 5 5 2 5 5 4 9 5 5 9 3 5 2 4 7

sl sw d d dw dwdwsw sw dwsw sw dwdwd

Peter a 9sw

I I I
John 2 2?? 3 6?d

I I I
Peter b 3 2 4d 7d 8?dw

I I I I
John 3 6 7 2 3 7 8 8 7

I-I 1-'
Peter c 7 5 3 2 3 2 2 3 2 4

sl sw d d d d d d dw dw

The trees for John's first move 2 are:

Peter a 1d

I I I I I I
John 2 3 ?sl 4d 6 ?sl 7 8? 9d

I I I I I-I I I I I '-II
Peter b 4 6? 7 8? 3 6 3? 4??dw 7s1 8? 8 5 4 7 8

d d I-1-1 d d d
John 3 7 4 4 9 7 7 3 4? 9 9 7 4

d 1-1-1 dw
Peter c 5 9 8 8 3 8 9 9 5 3 7 6

sl 51 d d dwdwdwsl dl sl 51 d
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Peter a 4sw

885 3 3 6 7 8 5
sw

56355 I 8
sw sw sw dwsw sl dw

I
8??

155
dwsw sw

I
8?dw
I-I
I? 3

dw

I
9sw

I I
6? 7

I I
I? 3

I
7sw

I I I I
3 6 8? 9 5

I I I
I? 3?? 6 ?d

I I I I
3 I?37?9

d d
677
d dw

5
sl

Peter b

Peter c

John 2

John 3

Peter a 7sw

I I
John 2 3 ? ? 4? ?sI

'---1---'-1----'---1----;1----;' I
Peter b 3 I ? 3? 6? 8??? 9sI lsI

d 1-1-1 -I-1-'
John 3 5 4 9 5 9 I 3 8? 3 4? 9

d dw
Peter c 9 9 9 3 I 5 9 5 3

sw sl sw sl sl dl sl dl sl

I 1
6? ?sl 8?? 9?

I I 1
4? 8? 9sI 5

1-1-1
1 9 1 3 8? 3 4
dwdw d

315 1
sl sl dl sl

Peter a 8d

John 2

Peter b

John 3

Peter c

I
Id

I
3 ld

1-11-1-1
79679

455
d d d

I
3d

1-1-1
679

5 1 1
d d d

,
4d

I 1
7?dw 9?dw

9 7

1-'-1 -I-1-1
136 1 3 6
dwdwdwdwdwdw

I
7d

I-I
1 3
d d

72. Conclusions from the trees of §7I. From the trees of §71 we

derive the following tree:

John I

Peter a

1

lsw

I I I I
2sw 3sw 6 ?dw 9sw

I
2 ?d

I I I
1d 4 ?sw 7 ?sw 8d

From this tree we determme the merits of the first moves of John
and Peter. With correct play, John wins singly.

On the whole, the merits of the various moves have been changed
only slightly by the modification defined in §71. Yet here and there

we find important differences, which make the modified game more
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difficult and more interesting. For instance, ifJohn has opened with I
and Peter has replied with 2, then in the ordinary noughts and crosses
John's second moves 3 and 4 lead to a draw and a single win for John,
respectively, whereas in the modified game of§71 the converse is true.
IfJohn plays 3 on his second move, then, because of the modification,
Peter is prevented from making the only correct reply, namely 5; on
the other hand, if John plays 4 on his second move, Peter should
reply by 7, which prevents John from making the correct move 5. So
the restriction is advantageous sometimes to John, sometimes to
Peter.

From the first tree of §71 we derive the following puzzle: How
should John play in the position of Figure 66 in order to obtain the

x 0 0

X

Fig. 66

best result? John is inclined to make a double threat by playing 4;
however, after Peter's answer 5 he obtains a single win only. On the
other hand, the single threat 7, and also move 8, which does not make
a semi-row at all, both lead to a double win. Without the restrictive
condition of §71 the puzzle would also have had the obvious solution
5 (a double threat).

IX. PUZZLES DERIVED FROM THE GAME

*73. Possible double threats by John. We now return to the game
as described in §§40 and 41. We suppose that on his second move John
makes a double threat (consisting of two semi-rows), and that Peter
cannot reply by making a row. As a puzzle, we require all possible
cases in which this can occur.

These cases arise from the six diagrams of Figure 49 if in each
diagram we delete two crosses from different rows (hence not the
heavy cross) and two noughts, in such a way, however, that no semi­
row for Peter results. This gives the 36 possibilities indicated in
Figure 67.
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The capital letters refer to the diagrams of Figure 49, from which
the cases have been derived, and correspond to the rows along which
the double threat occurs. The dots (which represent free squares)
indicate the moves by which Peter averts a double loss; hence, they

Al Az Aa A. A6 A. A7 As

~r~+~H~t~~ ~~~~~~
tJtJtj~~~~~~~

de 2de de de e w

BI B2 B3 B. Bs B. 87 Bs

W~~~rm.~~~
~~~~~~~~

de s de w de s e

Bg BIGa-x [clJ]Xx 0 • 0

o • 0 x

&- ~ ~ ~ ~

~~~~~
t:±ilij 00 tiliD Bilij 00

de w de w de 2de s

Cs DI O. D3 El E! Ea

~~~~~~~
~tJLJtj~~~~ [j[J[J

& & & e

E. Eli E. E7 FI Fa

~~~~t~HN~~
~~~~ tJtJtj~

e

Fig. 67

also indicate how many of Peter's moves are successful. In a diagram
in which no dot occurs Peter loses doubly; these cases have been
further indicated by printing the c.apital letter and the number in
boldface. If a double counterthreat is possible, this has been
indicated by "dc" below the diagram. If a double counterthreat is
possible in two ways, this has been indicated by "2dc." Hence, we
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also see immediately how many of Peter's moves that yield only a
single counterthreat are successful.

If John's last move has been to draw the heavy cross (which will
usually be the case), and if John could have made another double
threat, then the letter "w" (wrong) has been placed below the
diagram if that other double threat yields a better result for John, the
letter "c" (correct) if the other double threat gives a worse result,
and "s" (the same) if both double threats lead to the same result
(which then turns out to be a single win for John in all cases).
*74. Possible double threats by Peter. There are fourteen cases
in which Peter's third move makes a double threat to which John
cannot reply by making a row; these are shown in Figure 68.

o 0 •
o X X
0 X •

3de

C'
0 0 •
X • 0

X o X
3de

0 0 •.. X •
0 X X

de

D'
X o X
o 0 •
X • •

de

HI H2 H3 H4 H5

~o ~o~oeo~oxox x. .x xox oX
X. Xxo Xxo X 0 Xxo
~ ~ ~ ~

Ei E2 Ea Fi Fa

RXX ~xx ElJxx ~xo ~XO00 00 00 xox xo

X • X • X • X
de

Fig. 68

The notation is the same as in §73. The dots indicate the moves by
which John averts a double loss.
*75. SolDe lDore special puzzles. The results in §§73 and 74
produce the following puzzles and their solutions:
CONDITION I: John makes a double threat on his third move, and
Peter cannot reply by making a row.

I. Peter replies in such a way that John can win doubly only by
making a combined threat.

II. Peter can make a counterthreat, but, for every reply by Peter,
John can stilI make a row on his fourth move and win doubly.

III. Peter cannot reply with a counterthreat.
IV. Peter can reply with a double counterthreat, in two essentially

different ways.
In each case the possible positions are required. Condition I has

to be satisfied for all 4 puzzles.
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CONDITION 2: Peter makes a double threat on his third move, and
John cannot reply by making a row.

V. John can reply with a counterthreat, but he still loses doubly.
VI. John cannot reply with a counterthreat.
VII. John can reply with a double counterthreat in 3 essentially

different ways.
In each case the possible positions are required. Condition 2 has

to hold for each of the puzzles V, VI, and VII.
The solutions are shown in Figure 69.

I II III

~~.~~
~~~t=EttjtJLJ[J [][J[j

IV V VI VII

~
x [§f]X0~x0~oo X 0 X 0 X X

oX X xox

Fig. 69

*76. Possible cases of a treble threat. It may occur, but only on
the third move, that a treble threat is formed, consisting of three
semi-rows with three different free squares (three equal marks
forming a triangle). If the treble threat is made by Peter, then there
are three cases, indicated in Figure 70. The free squares indicated by

• II III

~M~
~~~

de de

Fig. 70

dots represent the replies (double counterthreat) by which John
averts a double loss. In case II John always loses doubly.

If the treble threat is made by John, we must interchange the
noughts and the crosses and after that omit one nought. This gives the
seven cases in Figure 71.

In cases 13 and III2 , Peter averts a double loss by a double counter-
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threat (on the square with a dot). In the remaining cases Peter loses
doubly, and should take care not to lose trebly; in these remaining
cases the dots indicate Peter's moves that avert the treble loss. Peter
has to be especially careful in cases Ii, Ill> and IIl2 , because he has
only one move by which to avoid a treble loss.

~
:: _ ~~ ~~s gl:1X ~1I2X g":1X ~11I2X

o X 0 0 X - X 0 0 X 0 0 X 0 - - o.
0-- 0 - 0- 0 X oX

de de

Fig. 71

This shows that Peter can avoid a treble loss after his second move
whatever the position.
77. Remark on the treble threat. It might be thought that a
treble threat never occurs, since it can only arise when Crook has
failed to annul a threat, and when Hook continues by mi,sing an
opportunity to make a row. Nevertheless a treble threat is possible,
in the case where a player realizes that he is lost and tries to avoid a
double loss.

As an example we take the situation in Figure 72 derived from the

x

0

X

Fig. 72

tree in §62. Peter sees that by cancelling the threat by 4, he will lose
doubly, since John will reply with 5 to this. Therefore Peter plays 3,
hoping that John will make a row with 4. John, however, makes a
treble threat with 9, so that Peter's attempt to avoid a double loss
fails. If Peter, discouraged, now haphazardly replies 2 (a move that
does not avert a threat and that does not make a threat, and hence is
very bad indeed), then he indeed loses trebly, irrespective of the
continuation of the game.



Chapter IV:
NUMBER SYSTEMS

I. COUNTING

78. Verbal counting. Anyone who has received any education at
all is able to count, which implies pronouncing numbers (" one, two,
three, ... ,") in ascending order. This counting can be performed
easily up to a million, although this is such a time-consuming task
that in all probability no one has ever done it; before you finish this
completely useless labor, it will perhaps have driven you insane, or
perhaps you need to be insane even to start it. Just imagine how long
this counting to one million would take if you kept on counting day
and night. In calculating this, I assume that it takes five seconds to
pronounce a number, which is certainly on the low side for numbers
above 100,000. On this basis you would have to do nothing else but
count for 58 days, without sleeping or eating, otherwise it would take
longer still.1

79. Nwnbers in written fonn. Although everyone is familiar with
our system of writing numbers, only relatively few people realize
what an extraordinary discovery this simple and perspicuous system
represents. This is often the case with simple things, but here it
applies preeminently.

The essential feature of our system for writing numbers is the fact
that anyone digit can make different contributions to the number,
depending on the position which this digit has in the sequence. For
example, in 270377 the middle 7 (of the three) gives a contribution
ofseventy to the number. The first 7 (from the left) contributes seventy
thousand (7 x 104 ) to the number, and the last 7 only seven. There­
fore, we speak of the positional value of the digits, and the system
adopted is called a positional system.

The positional values of the second, third, fourth, fifth digits, and

1 [The five paragraphs following this one in the Dutch original have not been
translated, since they are based on counting practices peculiar to Europe or to
the Dutch language. The substance of the chapter is completely unaffected by
this omission-TRANsLATOR.]

101
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SO on, counted from the right, are found by multiplying the digits by
ten and the successive powers of ten (a hundred, a thousand, ten
thousand, etc.), respectively. So the notation must make clear which
position is occupied by any given digit. To ensure this the digit 0
is used to indicate the unfilled positions. If there were no digit 0, the
above-mentioned number 270377 would be written as 27377; this
represents a number, it is true, but a considerably smaller one. So an
appropriate use of the digit 0 is an essential requirement ofa positional
system, so essential that we can certainly regard the introduction of
the 0 as an important discovery.

With the positional system, it becomes very simple to perform
arithmetic operations (addition, subtraction, multiplication, and
division), provided you take care to use the same (vertical) column
for writing digits corresponding to the same power of ten. This is why
we speak of adding up a column of figures and the like. One might
also use the term positional calculations.
80. Concept of a digital systelD. It will be clear to everybody that
it was an arbitrary choice to think of the digits as being multiplied by
the various powers of 10. Here we can replace the number 10 by any
other whole number greater than 1. But we must be consistent and
multiply the various digits by the powers of the same number. This
number is called the base, while the method of writing numbers with
the aid of such a base (hence the positional system) is called a digital
system. If 10 is its base, we speak of the decimal system.

It is obvious that 10 was chosen for the base because the fingers are
a preeminently suitable aid in counting (and also adding). When
someone has used all fingers of both hands, then he has to start the
counting anew, remembering that he has reached one" decade."
Children who have just begun to learn to count are not the only ones
who may be observed counting on their fingers; this offers undeniable
advantages to adults, too; hence such expressions as "You can count
them on the fingers of one hand."

Counting on the fingers might alternatively have led to the base 5;
this happens not to be the case, probably because the base 5 is some­
what small. In counting on the fingers, the base 5 would have the
advantage that we could count the units on one hand, indicating
every multiple of5 by a finger of the other hand. In this way, we could
count up to 25 on both hands together. In the digital system with the
base 5 we have only the digits 0,1,2,3,4. In this system, the numerals
are written down according to altogether the same method, and with
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as much ease, as in the decimal system, namely in the following way:

1-2-3-4-10-11-12-13-14-20-21-22-23-24-30-31-32-33-34
40-41-42-43-44-100-101-102-103-104-110-111-112-113­

114-120-121-122-123-124-130-131-132, etc.

As you see, numbers having many digits arise earlier than in the
decimal system, and this has to be considered as a drawback of the
system with the base 5.

From the foregoing it appears that the base of the system is the
smallest number that is written with two digits, that is, as 10. The
second (third) power of the base is the smallest number that is written
with 3 (4) digits, that is, as 100 (1000).

The writing of the numerals occurs according to the same method
in any digital system. If the base is larger than 10, then we must
devise new symbols, as for ten and for eleven in the duodecimal
system. If we take t and e as these symbols, the initial letters of the
corresponding words, then the numerals will be written as follows:

1-2-3-4-5-6-7-8-9-t-e-10-11-12-13-14-15-16-17­
-18-19-1 t-1e-20-21-22-· .. -29-2t-2e-3G-31-· .. -3t-
-3e-40-41-· . ·-4e-50-· . ·-5e-60-· . ·-6e-7G-· . ·-7e-
-BO-· . ·-Be, 9G-· . ·-ge, to-tl-· . ·-t9-tt-te-eG-e1-· .. -
-et-ee-1OG-101-· . ·-lOt-lOe-11O-111-· . ·-11e-120-121-
- ... -12e-130-· . ·-140-· .. -150-· . ·-160-· .. -17G-· ..
-18G-· .. -190-· .. -1 to-· .. -1 te-1eG-1e1-· .. -1ee-200-
-201-·· ·-20e-210-·· ·-21e-220- .. ·-23G-·· ·-2ee-300, etc.

Of course, we forego the pronunciation of the numbers in the
duodecimal system, because this is quite unnecessary. Or else we can
consider the naming the digits as a way of pronunciation.

II. ARITHMETIC

81. COlDputing in a digital systelD. Addition and multiplication
in the decimal system (ofwhich subtraction and division are immediate
results) are based on a knowledge by heart of the addition table and
the multiplication table. So ifyou want to learn to compute in another
digital system, for instance the duodecimal, you must start by con­
structing the addition and multiplication tables and then learn these
tables so well that you can not only say them in order, but can also
produce immediate random answers like 7 x 9 = 53. When you
know both tables in this manner, all difficulty has disappeared, and
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the calculations are perfonned as quickly as they are now in the
decimal system. If you had never learned to calculate in any but the
duodecimal system, you would have the same troubles in calculating
in the decimal system that we have now in the duodecimal.

The construction of the duodecimal addition table is based in a
simple way on the method ofcounting in this system. Thus one finds:

1+1=2 e+e= It t+t= 18 9+9=16 8+8=14
2+1=3 2+2=4 e+t=19 t+9=17 9+8=15
3+1=4 3+2=5 3+3=6 e+9= 18 t+8= 16
4+1=5 4+2=6 4+3=7 4+4=8 e+8=17
5+1=6 5+2=7 5+3=8 5+4=9 5+5=t
6+1=7 6+2=8 6+3=9 6+4=t 6+5=e 6+6= 10
7+1=8 7+2=9 7+3=t 7+4=e 7+5=10 7+6=11 7+7= 12
8+1=9 8+2=t 8+3=e 8+4=10 8+5= 11 8+6=12 8+7=13
9+I=t 9+2=e 9+3= 10 9+4= II 9+5= 12 9+6= 13 9+7=14
t+ I=e t+2=10 t+3= II t+4= 12 t+5= 13 t+6=14 t+7=15
e+ 1=10 e+2= II e+3= 12 e+4= 13 e+5=14 e+6= 15 e+7=16

The multiplication table in the duodecimal system is derived from
the addition table, and is as follows:

2x2=4 9x9=69
3x2=6 3x3=9 tx9=76 txt=84
4x2=8 4x3=10 4x4=14 ex 9=83 ex t=92 exe=tl
5x2=t 5x3=13 5 x 4= 18 5 x 5=21
6x2=10 6x3=16 6x4=20 6x 5=26 6x 6=30
7x2=12 7 x3= 19 7x4=24 7 x 5=2e 7 x 6=36 7x7=41
8x2=14 8x 3=20 8x4=28 8x 5=34 8x6=40 8x7=48 8x8=54
9x2=16 9x 3=23 9 x4=30 9 x 5=39 9x6=46 9 x 7=53 9x8=60
tx2= 18 tx 3=26 tx 4=34 tx5=42 tx 6=50 tx 7=5t tx8=68
ex2=lt ex 3=29 ex 4=38 ex 5=47 ex 6=56 ex7=65 ex8=74

The table of 2 is found by starting off at 2 x 2 = 4, and then
adding 2 to the result obtained every time, which is done with the
aid of the addition table. From 2 x 3 = 6 you find 3 x 3 as
6 + 3 = 9; to this result you have to keep adding 3 in order to obtain
the table of 3. From 3 x 4 = 10 you find 4 x 4 = 10 + 4 = 14,
from which the table of 4 then follows by adding 4 every time, using
the addition table. From 4 x 5 = 18 you find 5 x 5 = 18 + 5 = 21
(because of 8 + 5 = II), and so on.

I t is clear that you should not think of the multiplication tables in
the duodecimal system as being constructed in terms of the decimal
system, because in calculating in the duodecimal system you should
entirely abandon the decimal system; that is, you should think
duodecimally.
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Whereas the tables in the duodecimal system are more extensive
than in the decimal system, the tables in the system with the base five
are much shorter, namely:

1 + 1 = 2
2 + 1 = 3
3+1=4
.4+1=10

2+2=4
3 + 2 = 10 3 + 3 = 11
4 + 2 = 11 4 + 3 = 12 4 + 4 = 13

2 x 2 = 4
3 x 2 = 11 3 x 3 = 14
4 x 2 = 13 4 x 3 = 22 4 x 4 = 31

*82. Changing to another n1UDber systeD1. In order to make a
direct conversion of a written number from one number system into
another number system you must be able to calculate in at least one
of these number systems. If you can calculate in the original number
system, then the conversion is effected by using the original system to
represent the base of the new system, with repeated division of the
given number (also written in the original system) by the new base.
As an example we take the (decimal system) number of 955486. In
order to convert this into the duodecimal system, we carry out the
following divisions:

12~955486l-79623

84

115
108

74
72

28
24

46
36

10

12~79623l-6635

72

76
72

42
36

63
60

3

12~6635L552

60

63
60

35
24

11

12~552L46

48

72
72

o

12~46L3

36

10

From the first division we find that the given number is equal to
12 x 79623 + 10. From the second division it follows that 79623 =
12 x 6635 + 3, from which we find the original number in the form:

122 x 6635 + 12 x 3 + 10.

From the third division we have 6635 = 12 x 552 + 11, so that
the original number becomes:

123 x 552 + 122 x 11 + 12 x 3 + 10.
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Continuing in this manner, we find:

125
X 3 + 124

X 10 + 122 x 11 + 12 x 3 + 10.

Hence, in the duodecimal system the number is written as 3tOe3t.
Conversely, this duodecimal notation for the number can be

converted into the decimal system by multiplying by 12 (in the
decimal system), thus:

3 552 6635 79623
12 0 12 12
36 x 552 + 13270 x 159246 x
IO 12 6635 79623
46+ II04 x 79620 955476
12 552 3 10
92 x 6624 79623 + 955486 +

46 II
552 6635 +

Both computations, the division and the multiplication, have been
written down in some detail, but this has been done only to give a
clear indication of the operations which have been performed. The
divisions by 12 can be done mentally, and only the digits of the
quotient and those of the remainder need be written down. The
multiplications by 12, too, can be performed mentally, the multiplica­
tion and the subsequent simple addition being combined each time
into one operation. The computations then take much less space, and
become as follows (see the first two columns):

955486 IO 3 3 9 9 3tOe3t 6
79623 3 46 IO 7e 5 47364 8
6635 11 552 0 677 5 5642 4
552 0 6635 II 5642 4 677 5
46 IO 79623 3 47364 8 7e 5

3 3 955486 IO 3tOe3t 6 9 9

In the first column (to be read downwards) the divisions by 12
have been performed. Each time the quotient has been written below
the dividend and the remainder has been written to the right of the
dividend. The digits of the number in the duodecimal system are
provided by the remainders, read from the bottom upwards (with 10
replaced by t and 11 bye). In the second column (to be read down­
wards again), the multiplications by 12 have been performed, and
each number to the right of a product has been added to this product;
the numbers to the right are decimal representations of the duodecimal
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numbers. The lowest number gives the original number converted to
decimal notation. It will be seen that the second column read upwards
is identical to the first column read downwards. Hence, the two
computations only differ in that they are performed in opposite
directions.

In the third column the decimally written number has been con­
verted into the duodecimal system by multiplications by t (ten),
while in the fourth column the opposite has been done by divisions
by t. These computations have been performed in the duodecimal
system. By repeatedly consulting the tables of§81, this can be done in a
manner well known to everyone; however, things go a little less
smoothly here, because we do not know the tables by heart and thus
have to look up results every time, nevertheless we can easily convince
ourselves that the procedure is feasible.

Using the tables of §81, we can directly convert the duodecimally
written number 3tOe3t into the system with the base 7 (by divisions by
7 performed in the duodecimal system). We then obtain 11056450. If
we want to perform the conversion by computing exclusively in the
decimal system, then we first convert the duodecimally written
number into the decimal system by multiplications (by 12), after
which we use divisions (by 7) to convert the decimally written number
into the system with the base 7.

III. REMARKS ON NUMBER SYSTEMS

83. The only conceivable base ofa num.ber systeln is 10. If you
submit the following assertion to someone who is properly acquainted
with the concept of a number system: "The only conceivable base
of a digital system is 10," the chances are that he will say: "I don't
see why you say that. I can take whatever base I want, can't I?" If
you then ask him to mention a number that he would choose as a
base, and he replies "seven," say, then you can ask: "But how would
you write this number in the digital system that you have in mind?"
and he cannot make any other reply than 10. In any digital system
the base is written as 10.

Your original assertion, in order to be successful, must be submitted
in writing. If you submit it verbally and say the word "ten," then the
assertion is false; on the other hand, if you speak of the "system with
the base one-zero," you reveal your meaning. If you submit the
assertion in writing, you take advantage of the fact that the other
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person may read" ten" and that his further thoughts will be based on
this impression.

For the rest, the assertion is, of course, practically meaningless, and
the significance of it therefore lies exclusively in the paradoxical effect
that it exercises at first sight. Yet it clearly shows that the base of a
digital system cannot be described using the digital system itself
Indeed, this would be circular reasoning, since the digital system only
exists when the base has been fixed j one cannot give the base in a
digital system not yet existing.
84. COlllparison of the various digital systellls. The digital
system with the smallest base, in certain respects the simplest digital
system, is the binary system (the system with the base 2) ; here there
are no other digits than 0 and I. The tables in this system are re­
stricted to I + 1 = 10, and this does not require much learning. The
numerals are written down as follows: 1-10-11-100-101-110-111­
1000-1001-1010, etc. Evidently the binary system has the great
disadvantage that even small numbers are represented by long
sequences of digits, while in addition the sequences present such a
monotonous picture that it is easy to make mistakes. The decimal
system number 973 becomes 1111001101 in the binary notation; the
decimal system number 98927645 reads

101111001011000010000011101.

The ternary system (with base 3) has the digits 0, 1, and 2. Numbers
are written: 1-2-10-11-12-20-21-22-100-101, etc. The tables are
restricted to:

I + 1 = 2, 2 + I = 10, 2 + 2 = 11, 2 x 2 = 11.

In the system with base 4 (digits 0, 1,2,3) the tables are:

1 + 1 = 2, 2 + 1 = 3, 3 + 1 = 10, 2 + 2 = 10,
3 + 2 = 11,3 + 3 = 12;

2 x 2 = 10, 3 x 2 = 12, 3 x 3 = 21.

In these number systems with small bases, calculation requires
little practice, but takes much time because of the many digits.

On the other hand, large numbers are represented by numbers of
few digits in a number system with a large base, such as 60. Thus the
decimal system number 98527643 becomes 7(36)8(47)(23) in the
system which has the base 60, where (36) means the digit that has a
value equal to the number 36 of the decimal system, and similarly for



REMARKS ON NUMBER SYSTEMS 109

(47) and (23). Calculations in the system with the base 60 proceed
quickly even with rather large numbers, provided you first know the
tables for this number system.

This, however, is no easy achievement. First of all, you must devise
and remember 60 single symbols for the various digits, while the
addition table contains no less than 1770 sums and the multiplication
table 1711 products (compared with 45 sums and 36 products in the
decimal system). It takes a very good memory to remember tables
like these.

Hence, when choosing a base, you have to strike the happy mean,
and then you will doubtless end up in the neighborhood of ten. So we
cannot say that the base ten has been a bad choice, especially when we
envisage counting on the fingers. However, in many respects the base
twelve would have been a better choice. The tables would have been
slightly more extensive, with 66 sums and 55 products. In primary
school it would take a little more time for children to master the
tables, but they could easily pass this stage, and then computations
could be done slightly more quickly. In this respect, there is little
difference between the decimal system and the duodecimal system.
However, the great advantage of the duodecimal system lies in the
fact that 12 has more divisors than 10. It contains (apart from 2) the
small divisors 3 and 4 and, besides, the divisor 6, against which 10
has only the divisor 5. Just as divisions by 2 and by 5 proceed with
ease in the decimal system, the like is true of divisions by 2, 3,4, and 6
in the duodecimal system. Moreover, since divisions by small numbers
like 3 and 4 occur much more frequently than divisions by larger
numbers, calculations in the duodecimal system would in many cases
be much easier than they are now in the decimal system.

However, the duodecimal system has still other and considerably
greater advantages. The circumference of the circle can be divided
into twelve equal parts in a much simpler way than into ten equal
parts; a regular hexagon is a much more common and simple figure
than a regular pentagon. Similar arguments caused the angle of a
square, the so-called right angle, to be divided into 90 rather than 100
degrees; otherwise the frequently occurring triangle with three equal
sides and three equal angles (the so-called equilateral triangle) would
have an angle of 66t degrees, instead of the present 60 degrees, which
is a rounder number. So 10-part or 100-part divisions have been
rejected for angle measurement, and indeed for good reasons. It is
true that recently some land surveyors have changed over, to divide
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the right angle into 100 equal parts, but this has the above-mentioned
drawback for equilateral triangles.

All objections disappear when the duodecimal system is used. Ifwe
then divide the right angle into 100 degrees (where, of course, 100 is
to be understood as a duodecimal number), then the equilateral
triangle has angles of 80 degrees.

These arguments show that, ifwe had a fresh choice, the duodecimal
system would quite certainly be selected. However, it is not likely that
we will soon adopt so radical a change. Just imagine if everyone,
including the less educated, had to abandon their primary school
arithmetic and make a fresh start! For the next generation-meaning
children who have not yet started primary school-this difficulty
would not arise; but for grown-ups it would be a disaster. All the same,
if the reform could be carried through, posterity could not fail to be
grateful. However, we have a greater debt of gratitude to those who
have taught us how to write numbers in a positional system, since the
introduction of a system of this type must be considered to make a
greater advance than occurs in the change-over to a more suitable
base.
85. ArithDletical prodigies. In §84 we remarked that computations
are more rapid in a number system with a larger base, once you know
the tables for that base. This advantage can also be obtained, how­
ever, without leaving the decimal system, by the process ofconsidering
the system to have 100 for a base. This is equivalent to adding and
multiplying with two digits simultaneously instead of one. However,
this requires the learning of the sums and products of all pairs of
numbers less than 100, something which certainly not everybody will
manage. If you lack a natural talent for this kind of thing, you had
better not begin it.

Someone who has an extraordinary memory for numbers (which is
in no way connected with mathematical talents) can stagger us in this
way with the long multiplications, divisions, etc., that he manages to
do mentally in a very short time. Arithmetic prodigies, as they appear
now and then in variety theaters, will no doubt make use of the
expedient outlined, although they will certainly keep much more in
their head so they can find starting points quickly for the various
questions they are asked.
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86. Origin of our digital systelD. Our digital system originated in
India in the first centuries of the Christian era. Whereas in Greece
geometry rose to unprecedented heights, in India it was arithmetic
which flourished. Although the names, and in some cases the works (or
fragments of works), of various Indian mathematicians and astrono­
mers of the fifth and sixth centuries have been preserved, it is not
known to whom the discovery of our notation for numbers, using
digits, is to be ascribed. Even the century in which this notation arose
cannot be stated with certainty; presumably it dates from the third or
fourth century.

As has been noted before, the essence of the system consists in the
positional values of the digits and in using a symbol for zero to
indicate the blanks. This use of the zero, which can be considered as
the crowning point of the system, is more recent than the positional
value of a digit and occurs around the year 400, perhaps under
Babylonian influence.

The Indian system was adopted by the Arabs, who translated the
Indian writings, and in this way it came to Europe. Its introduction
into Europe was first advocated zealously by Gerbert, a meritorious
mathematician who later, as Pope, took the name Sylvester II
(999-1003).

Above all, however, it was the great Leonardo of Pisa, better known
under the nickname of Fibonacci (son of the kind-hearted one), who
about 1200 gradually made decimal computing comm::m property by
his spectacular works, which gave him access to the palace of Emperor
Frederick II. However, it was only in the middle of the sixteenth
century that the system became really current in everyday life.
87. Forerunners of a digital systelD. One should not equate the
writing ofa number in a digital system with the introduction of names
or symbols for groups of units, not even when powers of the same
number are used more or less consistently in forming these groups.
Thus the introduction of the term dozen for 12 and gross for 12 "<

12 = 144 is not quite the same as creating a duodecimal system.
The formation of groups of units will naturally be found among all

peoples of some degree of civilization. Civilization is inconceivable
without the knowledge of rather large numbers, and in order to
indicate such numbers the formation of groups-hence the combina­
tion of a certain number of units into successively larger units-is a



112 IV: NUMBER SYSTEMS

prerequisite, because otherwise one would have to introduce as many
separate words as there are numbers that playa role. Often such a
formation of groups points in the direction of the decimal system, but
sometimes again in the direction of the base 4, 20, or 60, whereas a
mixture of various digital systems may also be at the root of it.

Among the ancient Romans, the groups were formed mainly
according to the decimal system used at present. However, the very
fact that signs for 10 and the various powers of 10 were used, such as
X for 10, C for 100, M for 1000, is contrary to the essence of a digital
system, which rests on the positional values of the digits. In other
respects, too, the method of the Romans is far removed from a digital
system.

The ancient Greeks also made use ofgroups in naming the numbers,
and although powers of 10 did playa role, the system followed did not
offer the advantages of our present decimal system. It is doubtless due
to this inadequate system that arithmetic developed so much less than
geometry, in spite of the preeminently scientific and specifically
mathematical talent of the Greeks, as exemplified by Pythagoras of
Samos (c. 580-500 B.C.), Plato (429-348 B.C.), Aristotle (384-322 B.c.),

Euclid (c. 300 B.C.), Archimeaes of Syracuse (287-212 B.C.) and
Apollonius of Perga (d. 170 B.C.).

Perhaps the arithmetic of the Sumerians, the inhabitants of
Babylonia 5000 years ago, came closest to using a positional system
with a base. The Sumerian system was mainly duodecimal, although
there is an admixture of a decimal system which makes one think of a
system with the base 60. The Babylonian system was applied to
subdivisions of the circle circumference, which in their turn are
closely connected with subdivisions of time. These subdivisions are
still in use today, and have not been superseded by any 10-part or
lOO-part division.

We further observe that something like a binary system seems to
have been in existence in ancient China in the twenty-ninth century
before Christ. It is not known, however, to what extent this can be
considered as a complete or consistent number system.
88. Grouping objects according to a nUD1ber systeD1. Suppose
we take a pile of matches, and we want to determine the number of
these matches in the number system with the base 3, say, without
first counting the matches in the decimal system and afterwards
converting this number to the ternary system. To do this we first
form some piles of 3 from the given pile. As soon as we have formed
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three such piles, we join these to make one pile of 9. Now we start
anew, forming piles of 3 from the remaining matches, and joining
these to form a pile of 9, as soon as we have three of them. If, con­
tinuing in this way, we can form another pile of 9, then we join the
three piles of9 to form one pile of27. Then we continue to form piles
of 3, which again, as soon as there are three of them, are joined to
form one pile of 9. Suppose that we can form two more such piles of
9, and that then one match is left. Our matches then give us a total
of one pile of 27, two piles of 9, no piles of 3, and one pile of 1, as
shown in Figure 73.

II111I1111IIII1111111111111

(27)
111111111

(9)

Fig. 73

I" I" III
(9)

In the ternary system the number of matches is thus 1201. To know
this, it is not necessary to realize that this amounts to 46 matches (in
decimal notation). This would be equivalent to grouping the matches
as shown in Figure 74 (where, of course, the pile of six should be
considered as six piles of 1).

I11II11111

(10)

III1111111

(10)
11111111 "

(10)

Fig. 74

III1111111

(10)
III111

(6)

Grouping the piles according to the binary system is a still simpler
procedure. We form a pile of 2 and another pile of 2, and combine
both piles into a pile of 4. In this way we form another pile of 4 from
the remaining matches and join it to the first pile of 4, obtaining a
pile of 8. From the remaining matches we form another pile of 8, if
possible and join it to the first pile of 8, obtaining a pile of 16. If we
can form another pile of 16, then we combine both piles, obtaining a
pile of 32. Suppose now that we can do this and then form a pile of8, a
pile of 4, and a pile of2, and that then the pile is exhausted. This has
been indicated in Figure 75.

The number of matches in the binary system is then 101110. This



114 IV: NUMBER SYSTEMS

follows from the way they have been grouped; again it is not necessary
to know that there are 46 matches (in decimal notation).

Mter some practice, this method of grouping the matches and thus
reading off the number of matches in some digital system is almost as
quick as counting the number of matches in the decimal system. At
any rate, it is much quicker than first counting the matches in the
usual way (that is, in the decimal system) and then converting the
number into the desired digital system. With the method outlined

1I111111111111111111111111111111

(32)

Fig. 75

1111111'
(8)

1111
(4)

II
(2)

above, you need only shift matches, and it is not necessary to use paper
and pencil.

The foregoing can be successfully applied in various garlles in
which the correct way of playing is based on the writing of a number
in a certain digital system; there are cases that cannot, or at any rate
can scarcely, be treated without the concept of a digital system. In
some puzzles, too, powers of 2 or 3 occur; this is of course closely
related to writing a number in a digital system; in other cases there is a
looser connection with a digital system, so that, in a way, it gives the
impression of having been dragged in. In the next 2 chapters we shall
discuss examples of the cases mentioned.



Chapter V:
SOME PUZZLES RELATED TO
NUMBER SYSTEMS

1. WEIGHT PUZZLES

89. Bachet's weights puzzle. To weigh an object with a pair of
scales or a balance, we need a set of weights. For weighings to an
accuracy of one gram, the set usually consists of the following weights
(in grams): 1-1-2-5-10-10-20-50-100-100-200-500-1000; hence,
two weights of 1 g, one weight of 2 g, one weight of 5 g, two weights of
10 g, etc. We then speak of a standard set of weights. This provides
weights with which we can make all combinations from 1 g up to and
including 1999 g.

This leads us to pose the problem: For a given number of weights,
determine the set of weights which enable us to weigh the largest
possible number of objects whose weights increase by single grams
(starting with I g). We call this the weights puzzle of Bachet (1587­
1638).

With two weights we can weigh up to and including 3 g if we use
weights of 1 g and 2 g. To weigh an object of 4 g, we need another
weight. The best we can do is to take a weight of 4 g; we can then
weigh up to and including 4 + 3 = 7 g. To continue, we add another
weight, one of 7 + I = 8 g, because this gives a maximum extension,
up to and including 8 + 7 = 15 g. Continuing in this way, we find
that, for the case of thirteen weights (the same number ofweights as in
a standard set), we obtain the maximum range from a set composed
as follows: 1-2-4-8-16-32-64-128-256-512-1024-2048-4096. We
can then weigh all objects by steps of 1 g up to and including 8191 g.

This shows we should make the set contain weights for which the
numbers of grams are I, 2, and the successive powers of 2; we then
speak of a binary set of weights. With such a set we can weigh up to
(but not including) the first weight that does not occur in the set. If
the set contains no weights heavier than 1024 g, we can weigh up to
and including 2047 g. So with two weights fewer than in a standard
set, we can get further by 48 g.

115
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With a binary set of weights we can make up each weight (provided
it is not too high) in just one way. If the weights of the set have been
placed in ascending order, and we make a weighing using the weights
from the positions 1,2,4, 5, 6, 8, 9, 11, 12, and 13, then the weight
of the object, written in the binary system, is 1110110111011 g, which
is 7611 g in decimal notation. So if we did our computations in the
binary system (like the ancient Chinese), the use of a binary set of
weights would be particularly convenient.

The standard set ofweights has been adapted to the decimal system,
and apart from this it has been constructed in such a way as to provide
a large number of consecutive weights from a small number ofweights.
In the absence of a requirement for maximum range, there are 976
weights (out of 1999) than can be made up in more than one way.
These weights are those for numbers of grams which require one or
more of the digits 2 and 7 when expressed in the scale of ten, as in the
cases 7, 12,20,22,27,29, 102, 122,200,222,227,228, for instance.
For in these weighings we can then use a weight of2 g (which can be
replaced by two weights of 1 g each), or a weight of 20 g (which can
be replaced by two weights of 10 g each), or the like. If the number of
grams has only a single digit 2 or 7, then the object can be weighed
in two ways. Ifeach of two digits is either a 2 or a 7, then it can be done
in 22 = 4 ways, for example: 27 = 20 + 5 + 2 = 20 + 5 + 1 +
1 = 10 + 10 + 5 + 2 = 10 + 10 + 5 + 1 + 1.

If the weight of the object is a number of grams in which each of
three digits is either a 2 or a 7, then the weight can be made up from
the set of weights in 23 = 8 ways, for example:

272 = 200 + 50 + 20 + 2 = 200 + 50 + 20 + 1 + 1 = 200
+ 50 + 10 + 10 + 2 = 200 + 50 + 10 + 10 + 1 + 1
100 + 100 + 50 + 20 + 2 = 100 + 100 + 50 + 20 + 1 + 1
100 + 100 + 50 + 10 + 10 + 2 = 100 + 100 + 50 + 10
+10+1+1.

90. Weights puzzles with weights on both pans. In §89 it was
tacitly assumed that the weighing took place with the object situated
on one pan, and the weights on the other pan. More weighings can
be made with a given number of weights if we also allow weights on
the pan which contains the object to be weighed. With this new
assumption we again ask how we should construct the set of weights
so that the maximum number of objects (weighing 1 g, 2 g, 3 g, and
so on) can be weighed with the help of a given number of weights.
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With two weights, one of 1 g and one of 3 g, we can weigh objects
of 1,2,3, and 4 g; with an object weighing 2 g, we then put a weight
of 1 g along with the object on one pan, and a weight of 3 g on the
other pan. If we want to be able to weigh objects of 5 g, too, then we
must include another weight in the set. The heaviest weight that
permits this weighing is one of 4 + 5 = 9 g; the weighing of the
object of 5 g then involves putting the weights of 1 g and of 3 g along
with the object, and putting the weight of 9 g on the other pan. By
choosing these three weights, of 1 g, 3 g, and 9 g, we make it possible
to weigh objects up to and including 13 g. This is evident from the
relations: 6 = 9 - 3, 7 = 9 + 1 - 3, 8 = 9 - 1, 10 = 9 + 1,
II = 9 + 3 - 1, 12 = 9 + 3, 13 = 9 + 3 + 1. For example, from
7 = 9 + 1 - 3 we see that an object of 7 g can be weighed by putting
a weight of3 g along with the object and having a weight of9 g and a
weight of 1 g on the other pan.

To be able to weigh an object of 14 g, we must make the next
weight in the set no heavier than 13 + 14 = 27 g. If in fact we add
a weight of27 g, we can weigh up to and including 40 g, as is evident
from the relations:

14 = 27 - 9 - 3 - 1
15 = 27 - 9 - 3
16 = 27 + 1 - 9 - 3
17 = 27 - 9 - 1
18 = 27 - 9
19 = 27 + 1 - 9
20 = 27 + 3 - 9 ­
21 = 27 + 3 - 9
22 = 27 + 3 + 1 - 9

23 = 27 - 3 - 1
24 = 27 - 3
25 = 27 + 1 - 3
26 = 27 - 1
27 = 27
28 = 27 + 1
29 = 27 + 3 - 1
30 = 27 + 3
31 = 27 + 3 + 1

32 = 27 + 9 - 3 - 1
33 = 27 + 9 - 3
34 = 27 + 9 + 1 - 3
35 = 27 + 9 - 1
36 = 27 + 9
37 = 27 + 9 + 1
38 = 27 + 9 + 3 - 1
39 = 27 + 9 + 3
40 = 27 + 9 + 3 + 1

If the set also contains a weight of 40 + 41 = 81 g, then we can
weigh up to and including 81 + 27 + 9 + 3 + 1 = 81 + 40 = 121 g.
If additionally we have a weight of 121 + 122 = 243 g, then we can
weigh up to and including 243 + 121 = 364 g, and so on.

From this it is evident that for weighings with weights on both
scales, we obtain the maximum range by constructing the set of
weights as follows: 1-3-9-27-81-243-729-2187.

As the numbers ofgrams for these weights are 1, 3, and the successive
powers of 3, we speak of a ternary set of weights. If (as in the last
case) it contains eight weights, so that the largest weight is 37 g, then
we can weigh numbers of grams up to and including t (38 - 1) =

3280. With a ternary set of weights that contains thirteen weights we
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can weigh numbers of grams up to and including 1- (313 - 1) =
797,161. Each weighing can be performed in only one way.

In the light of this, the following problem will no longer offer any
difficulty: A shopkeeper has a bar of lead which weighs 40 kg. He wants
to cut the bar into four pieces, in order to use these pieces as weights in
weighing. How should he do this so that he can weigh all objects
from I kg up to and including 40 kg?
91. Relation to the ternary systelD. If we have made a weighing
with a ternary set of weight~, and have the object in one pan together
with (for example) a weight of 243 g = 35 g, a weight of9 g = 32 g, and
a weight of 1g, while in the other pan we have weights of2187 g = 37 g,
of 729 g = 36 g (1000000 g in the ternary system), and of 27 g = 33g
(1000 g in the ternary system), then the weight in grams of the object,
written in the ternary system is: 11001000 - 100101 = 10200122
(equivalent to 2690 g in the decimal system). For this type ofweighing,
it would be convenient if we did our computations in the ternary
system.

Consideration of the ternary system also shows clearly that a
ternary set of weights will allow us to weigh any object (provided it is
not too heavy) if we can place weights in both pans, and that this can
in fact be done in only one way. To determine this, we use the ternary
system to write the weight of the object (expressed in grams). If the
number thus obtained contains no digits other than 0 and 1, then we
should not put any weights along with the object; digits I in the
number then indicate which weights have to be put in the other pan.
If the number contains one or more digits 2, then we eliminate these
by adding a number (also in ternary notation) in which no digits
other than 0 and I occur. The latter number is to be chosen in such a
way that the sum is another number which contains no digits other
than 0 and I, such that the two numbers with digits 0 and 1 nowhere
have a digit 1 in the same place; this can always be done, and in one
way only as the following examples clearly show:

10200122
100101

11001000

20012021220221
10011001010010

100100100001001

The sum indicates which weights have to be placed in the pan that
does not contain the object. The number that is added to the weight
of the object indicates which weights have to be placed along with the
object.
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II. EXAMPLE OF A BINARY PUZZLE
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92. Disks puzzle. A horizontal board is a support for three vertical
pegs which we shall call a, b, and c. Peg a passes through holes in ten
disks of increasing size, the largest disk being at the bottom, on top
of this a smaller disk, on top of that one a still smaller disk, and so on.
We may take disks off a peg, always one at a time, and put each disk
on another peg, but never in such a way that a disk is put on top of a
smaller disk. The problem is to transfer all the disks from peg a to
peg b. We ask: How should this be done, and furthermore, what is the
least number of times we must make a transfer to a disk from one peg
to another in order to do it?

Figure 76, which represents the starting position, is a puzzle in its
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Fig. 76

own right: How is the figure to be viewed in order to have a clear
picture of what it is intended to convey? A direct view shows a set of
circles with vertical displacements. The secret of the optical illusion is
that the disks have been drawn by projecting them onto the base at an
angle of 45°, so that they remain circles in the figure, instead of
becoming elongated in a horizontal direction. If we now look at the
figure from this same angle of 45°, the result is the clear picture which
we want. To obtain it, stand the book upright and look at the picture
from above.

We number the disks 1,2, ... , 10, downwards, so that 1 is the
smallest disk and 10 the largest. We write 5b to mean that disk 5 is
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transferred to peg b, and similarly in other cases. Disks I and 2 are
first transferred to peg b in the following way: Ic-2b-Ib. Then disk 3
can be moved, and we continue by 3c. Disks I and 2 are next trans­
ferred to peg c in exactly the same way, so that they end up on top of
disk 3. This therefore is done as follows: Ia-2c-Ic. The number of
times a disk has been transferred is now equal to 7 = 23 - 1. The
result is to transfer disks 1, 2, and 3 to peg c. This is the only way to
release the disk 4, apart from the possibility that the disks could instead
have been transferred to peg b (unprofitably, as will appear later). We
move disk 4 to peg b, and then proceed to transfer disks 1, 2, and 3 to
peg b in the same way as above, which puts them on top of disk 4.
This requires the transfers: 4b-I b-2a-I a-3b-Ic-2b-1 b.

So far there have been 15 = 24
- 1 transfers in all, and disks I, 2,

3, and 4 have been transferred to peg b. Next, disk 5 is transferred to
peg c (in the same way as indicated above); this requires another
fifteen transfers. In all, then, 24 + 24

- 1 = 25
- 1 transfers have

been made. We continue in the same way. After 26
- 1 transfers, disks

I, 2, 3, 4, 5, and 6 are around peg b; 27 - 1 transfers put disks 1, 2, 3,
4, 5, 6, 7 around peg c; 28 - 1 transfers put 8 disks around peg b;
then after 29 - I transfers 9 disks have moved to c, and finally, after
210 - I transfers (that is, 1023 transfers) all 10 disks are around peg b,
with the largest at the bottom, and other requirements met. Admittedly
the job requires perseverance, but it cannot be made shorter. For
example, after disks 1,2,3,4,5,6 are transferred to peg b, and disk 7
to c, it takes as many transfers to clear peg b for disk 8 as were needed
to transfer 1, 2, 3, 4, 5, 6 to b. Hence every additional disk requires
the number of transfers to be doubled and then augmented by I.

The previous discussion shows that it is always an even-number pile
which is transferred to peg b, and an odd-number pile to peg c. To
achieve this we must begin by transferring disk 1 (a single disk) to peg
c, because I is an odd number. Since our problem is to transfer all the
disks to peg b, we decide that we should begin by transferring disk I
to c because the total number of disks is even. If we had started out
with nine disks or eleven disks, then we should have begun by
transferring disk I to peg b.

The like has to be kept in mind continually, for every transfer of a
pile of disks to another peg. If the pile is odd, we begin by transferring
its top disk to the bar to which the whole pile has to be moved; with
an even pile we begin by transferring the top disk not to this peg but
to the other peg.
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The total number of transfers can be written immediately in binary
notation. This makes it a number with all digits equal to 1, and a
number of digits equal to the number of disks.
93. Origin of the disks puzzle. The disks puzzle seems to be of a
venerable age. There is a legend that three pillars were erected in an
Oriental temple long ago, two of silver and one of gold. Around one
of the silver pillars there were 100 perforated alabaster disks decreasing
in dimensions from the bottom upwards. Every believer who visited
the temple was allowed to transfer a disk from one pillar to another;
however, a larger disk was never allowed to be placed on a smaller
disk. If by this means all 100 disks could be transferred to the gold
pillar, the end of the world would be at hand.

Assuming that the transfers were performed in the most efficient
manner, this would require 2100 - I transfers of disks from one pillar
to another. Now 210 amounts to 1024, which exceeds 1000. Con­
sequently, 2100, which is the tenth power of 210, exceeds the tenth
power of 1000, which makes it larger than the fifth power of a million.
So the number exceeds 1030 • Even if a disk were transferred every
second, it would still take over 300 x 1018 centuries before the entire
job was complete. In a century there are 100 x 365.24 x 24 x 60 x
60 seconds, something under 3.2 x 109 seconds.

III. ROBUSE AND RELATED BINARY PUZZLES

94. Robuse. In the interesting card game called robuse, which is
played by two persons, we encounter a problem similar to the disk
puzzle (but somewhat simpler); the game consists of getting rid of
cards efficiently and requires close attention. As the game is not very
well known, we shall give a description of how it is played.

Two players, John and Peter, each pick up a well-shuffled bridge
deck (52 cards) in such a way that they can see only the backs (red in
one deck, and blue in the other). Each player deals out a pile of
twelve cards, face down, and puts the thirteenth card on top, face up.
The one who starts is the player whose card is the higher according
to the rules of bridge (3 above 2, diamonds above clubs, etc.). In the
case of identical cards (which of course is rare) the fourteenth card
decides. The cards on the table are called the "dirty" cards. At the
beginning, each of the players has thirteen of these. Each player then
deals four cards from the cards in his hand, putting them face up in a
row on the table, where they provide fixed locations called "houses."
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Between the two rows of houses some vacant space is left, which is
called the" ace space"; this has to be large enough to allow room for
eight cards in four rows of two. The player who starts, let us say John,
is allowed to move a card from one of the eight houses onto a card in
another house, provided the latter is the next higher card of the same
suit; this gives John an empty house, or, briefly, a house. If there is an
ace in one of the eight houses, John is allowed to move it to the ace
space; this also provides John with a house. Furthermore, John is
allowed to put one of the eight cards on top of the pile of Peter's dirty
cards, provided that the top card of that pile is either the next higher
or the next lower card of the same suit. Peter is then said to receive a
"setback," because the winner of the game is the player who first gets
rid of all his cards. John is allowed to turn a single card from the top of
the ones he keeps in his hand, and with that card he may do the same
things as with a card from one of the eight houses: he may move it to
an empty house; he may move it onto a card in one of the houses, if
the new card is a matching card, in the sense of providing the next
lower card of the same suit; he may put it on Peter's dirty card If that
is either the next higher or the next lower card of the same suit; or, if
it is an ace, he may move it to the ace space. John may do the same
things with the top card of his pile of dirty cards, after which he turns
the card that has then become the topmost dirty card, and puts this
face up on top of his pile of dirty cards. If the top card of Peter's dirty
cards is an ace, then John can put a 2 of the same suit on it. If Peter's
topmost dirty card is a 2, then John is allowed to put an ace of the
same suit on it, instead of putting the ace in the ace space. However,
once John has put the ace in the ace space, or given it to Peter, he
cannot take it back again; on the other hand, an ace that remains in
one of the houses can be taken up and moved, onto a 2 of the same
suit which is in another house, for example. John may also put a 2
from a house, or from his hand (the top card), or from his dirty cards
(again the top card), onto an ace of the same suit that is in the ace
space; once he has done this, he may not take away that 2 to use it
elsewhere; this transfer is allowed only into the ace space and not
away from it (in fact, once a card has been put into the ace space it
cannot be taken back).

John is allowed to continue in this way as long as he can find
something he can do. For instance, if he has put the jack of diamonds
onto the queen of diamonds in one of the houses, and if he also has the
10 of diamonds at his disposal, then he is allowed to put this onto the
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jack ofdiamonds in its turn, and so on, and the result can be a sequence
continuing as far as the 2 of diamonds. IfJohn then also turns up the
ace of diamonds, he may put it in the ace space, put the 2 of diamonds
on top of it, and then the others, to make a pile (which is called an ace
pile) with the queen of diamonds on top; by this procedure John
obtains an empty house, and he can therefore continue with the
disposal of further cards. It should be noted that when a card is
transferred onto a matching card, it is irrelevant whether or not both
cards belong to the same deck of 52 cards. If a card is lying face up
(for example, in a house), you should not be able to tell the deck to
which it belongs. You can of course see this when the card is put down
for the first time, but if you want to make use of this fact, you must
remember it; you are not allowed to turn over a card which is face
up, to disc-over from the back whether it is from your own deck, or
from your opponent's deck. So if Peter has a 10 of hearts, say, on top
of his dirty cards, and if there is a 9 of hearts in one of the houses, then
John can put it on top of Peter's 10 of hearts, with no need to recall
whether the 9 of hearts came from his own deck or from Peter's. If
John also has a 10 of hearts available (this came from his own deck,
of course), he may put this in its turn on top of Peter's dirty cards.
On top of his dirty cards, Peter can in this way acquire a set of cards,
all of the same suit, which are partly in descending order and partly
in ascending order, for example: 76567891098. This is called a
"bump"; and we shall see that it can be very unpleasant for
Peter.

IfJohn can no longer dispose of any further cards, he must discard
the top card from the pile in his hand onto the table, face up, next
to his pile of dirty cards. This is called" snipping." John is allowed to
snip at an earlier stage, but in general this will not be advantageous.
However, it can easily occur that John will snip too early because
he has overlooked something. In this event he is not allowed to take
back the snipped card (once he has laid it down), and his turn is over.
John is not here considered to have infringed the rules of the game,
which he would be, if he put a card behind or on top of another card
that did not match it. After John's snipping gives Peter his turn,
Peter may dispose of cards in the same way as John could when it was
his turn. Additionally, Peter is allowed to put the next higher or
lower card of the same suit on top ofJohn's snipped card, so that here,
too, a bump can arise (if this procedure is repeated). When Peter in
his turn can dispose of no further cards (or if he only thinks so because
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he overlooks something), then he too snips, and it is John's turn
again. Now John has the additional choice of disposing of his topmost
snip card (the one with which he last snipped, or which Peter may
have put on this), provided it is a matching card for a card in a house,
for an ace or a card on top of one, or for Peter's topmost dirty card or
snip card, always according to the previous rules (same suit, de­
scending in houses, ascending from aces, either ascending or descending
for the dirty card or snipped card).

With repeated snipping, a second pile of cards, called the snip pile,
is built up next to the pile of dirty cards. If a player has disposed of all
the cards which he holds in his hand, he then takes up the pile of snip
cards face down (by turning over the pile). He then can turn the
top card of that pile, and may dispose of it if possible. Whenever a
player has exhausted the cards in his hand and can no longer dispose
of any other cards, he must take up the snip pile face down and turn
the top card. As long as he can do something else, he may leave the
snip pile on the table, in order to bc able to dispose of its top card (if
this should become possible). If a player has exhausted all the cards
from his hand and also the whole of the snip pile, when he still has
dirty cards remaining, the top one of which cannot be placed (for the
pile of dirty cards is not to be turned over), this too finishes his turn.
He then makes it known, by a knock on the table, that he cannot do
anything (or rather that he does not see anything he can do), which
has the effect of snipping; once he has knocked, his turn is over, even
ifhe then sees that he could have put his topmost dirty card on the acc
pile, on a card belonging to his opponent or onto a card in a house, or
that he could have moved a card from a house onto the ace pile, onto
a card in another house or onto a card belonging to his opponent. If a
player has no cards remaining in his hand, and neither dirty cards
nor snip cards additionally, he then has won the game.

If one of the players has got to the stage of picking up and turning
over his snip pile, he then can know the exact order of these cards and
use this fact to advantage when choosing cards to put into empty
houses. However, it takes some doing to remember the identity and
correct order of all the cards you snipped and all the cards your
opponent put on top of them. You are not allowed to examine the
order of the snip cards. So the snip cards should not be put down
carelessly, but in such a way that the other cards are covered by the
topmost card. The same applies to the cards in the pile of dirty cards.
However, cards which lie on top ofother cards in the houses should be
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placed in such a way that you can clearly see how many cards there
are, one on top of another. If they have been stacked too closely, a
player is allowed to check the composition of the sequence by moving
the cards slightly apart.

I t should be noted explicitly that a player is not allowed to use the
next higher card of the same suit when he puts another card onto a
card in a house, also that he is allowed to take away only the lowest
ranking card from a sequence in a house, and this only ifhe can find a
place for it elsewhere. However, when there are one or more empty
houses, these restrictions can in effect be overcome by making
repeated displacements of the cards; this is called" transposing." For
example, if a house contains only the 7 of spades and Peter turns up
(either from his dirty cards or from his hand) an 8 of spades with
which he can do nothing, then this gives him a setback, because he
has to snip and John gets an empty house since he can give the 7 of
spades to Peter; however, if Peter has all this and an empty house as
well, he can put the 8 of spades into this, and then put the 7 of
spades onto the 8, so that the result is the same as if Peter had
placed the 8 of spades under the 7; for Peter gets his empty house
back again.

The annoying thing about a bump on the dirty cards is that you can
get rid of the cards concerned only when you have a sufficient number
of houses available (this is also true without a bump, if the cards lie in
decreasing sequence downwards), except when you can give these
cards to your opponent, or transfer them, wholly or partly, to an ace
pile. IfJohn starts to get rid of dirty cards before he has a sufficient
number of houses, he will be forced to snip in a situation in which the
topmost card of the dirty cards forms a setback; Peter can then give
John all his dirty cards back, often with some additional cards, and
thus he gets John's empty houses, possibly with one or more other
houses also. If you cannot get rid of dirty cards, there will be cards
below these (often including cards which you could use with advantage
to secure empty houses, so-called matching cards) which will remain
out of circulation for a shorter or a longer time, and which will hinder
the disposal of your cards. A bump in the snip cards has a much less
damaging effect, because cards are placed on top of the snip cards
continually, and so there is little danger that the bump will increase;
at a later stage, the pile of snip cards is turned over, with the result
that snip cards do not remain out of circulation. If you turn over the
snip cards and happen upon a bump, then this may at times become



126 V: PUZZLES RELATED TO NUMBER SYSTEMS

dangerous, but often the situation has meanwhile altered to such an
extent that you can put the cards of the bump, in whole or in part, into
the ace space.

It may happen that neither of the two players can get rid of his
dirty cards. The game then results in a draw. However, this rarely
occurs when there is correct play.

However simple it may seem to be, to dispose of cards according to
these rules, there is much more to it than you might think. First,
efficient transposition of cards (to obtain the largest possible number
of open houses) requires some practice: but even this is not the
greatest difficulty. You can increase your chances by attention to
various other points of good play, including some affecting the choice
of the card (or cards) to be disposed of when you have one or more
empty houses, and this is precisely where the charm of the game is to
be found.

I t would take us too far afield to list all the considerations here
which require attention in good play of robuse. We shall therefore
restrict ourselves to giving the more important hints:

Take care to get rid of dirty cards as soon as possible, by giving
priority to dirty cards for the occupation of houses, unless, of course,
you see that this would lead to your receiving a setback.

Remember the cards you have received on your pile of dirty cards,
and in their correct order. This is necessary if you are to be able to
judge how many houses you need to get rid of these cards.

Do not put a card in a house too soon, that is, without first checking
whether you need this house for transposing, possibly to obtain more
houses or to get rid of other cards without reducing the number of
houses. For you are not allowed to take back a card once you have got
rid of it (however, you can move it to another house, or put it onto an
ace pile, or give it to your opponent). Also, do not put a card on an ace
pile too soon, because this card, too, cannot be taken back.

Remember the card (or preferably the first two or three cards)
which lie below the card which you snipped last, so that you can
judge whether it is appropriate to dispose of the snip card (usually
this is not the case). It is only towards the end of the game that you
need to know these cards, because then there is a greater chance of the
speedy acquisition of a house.

Also, you need to know what you can and what you cannot achieve
by transposition. We shall discuss this in the form of a few puzzles.
95. Transposition puzzles. In robuse you frequently encounter
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situations that present the following puzzles, which we shall call
transposition puzzles.

I. In one house there is a sequence of cards which have a 9 as their
card of highest rank. In another house there is a sequence of the same
suit, with the 10 as the card of lowest rank, or just a single 10 (which
comes to the same thing here). There are two empty houses. What is
the maximum number of cards that the first-mentioned sequence can
contain, if it is to be possible to transpose the whole of it onto the 1O?

The answer is: 22 = 4 cards (hence 9-8-7-6). First you put the 6
and the 7 into the empty houses, next you transfer the 6 onto the 7,
and then you put the 8 into the house which you havejust made empty.
Then you can place the 9 onto the 10 and then the 8 onto the 9, after
which (by first putting the 6 in an empty house) you can put the 7 onto
the 8, and then the 6 onto the 7.

II. One house contains a sequence of cards which have a 9 as their
card of hi~hest rank. You turn up the 10 of the same suit, at a time
when there are two empty houses. What is the maximum number of
cards that the sequence can contain, if it is to be possible to transpose
and put the 10 under the 9?

Answer: 22 - 1 = 3 cards (hence 9-8-7). You should not start by
putting the 10 into the empty house; then you would have only one
house left, and your efforts would fail. First you put the 7 into one house,
and the 8 into the other house, then you put the 7 onto the 8. This
gives you an empty house once again, and it is only now that you
should put the 10 into one, after which you can put the 9 onto the 10
and follow with the others.

I'. The same puzzle as I, with the difference that there are three
empty houses.

The sequence can now consist of23 = 8 cards (hence 9-8-7-6-5-4­
3-2); even if the 10, the jack, or the queen were the card of highest
rank in the sequence (and then of course the card oflowest rank in the
other house would be the jack, the queen, or the king, respectively),
this would not let the first sequence become any longer. First you
transpose 5-4-3-2 to one of the empty houses in the manner of puzzle
I (first 3-2 to one open house, then 4 and 5 to the other two empty
houses, next the 4 onto the 5, and so on). In the manner of puzzle I,
you can then transpose 9-8-7-6 onto the la, and then 5-4-3-2 onto
the 6.

II'. The same puzzle as II, but with three empty houses.
The sequence can now consist of 23 - 1 = 7 cards (hence
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9-8-7-6-5-4-3). First you put 6-5-4-3 into one of the empty houses
(as for puzzle I), after which you can transpose the 10 under the 9-8-7
in the manner indicated in puzzle II. After that you put 6-5-4-3 ont0
the 7 (as for puzzle I). So you should not put down the 10 until you
have put 6-5-4-3 into one empty house and 8-7 into another. If you
put the 10 into an empty house before this, your efforts will fail.

From the foregoing, it is easy to see what the answers to the puzzles
would be if the sequences could be longer, that is, if you were to use a
deck of cards in which each suit had more than thirteen cards. With
four empty houses you could transpose a sequence of 24 = 16 cards,
running upwards to a 19, say, onto a 20 in another house. If you turn
up the 20 when you have four empty house~, you can transpose a
sequence of24 - I = 15 cards (upwards to a 19 as the highest) onto
the 20. The 20 should not be disposed of until you have put 12-11-10­
9-8-7-6-5 in one empty house, 16-15-14-13 in another, and 18-17 in
a third; then you put the 20 into the fourth empty house.

We now return to straightforward robuse. Our puzzles will also
serve to provide an answer to the following question:

How many houses are required if you are to remove a given bump
from the top of the dirty cards?

As an example we take the case where John has acquired the worst
possible bump on his pile of dirty cards, namely:

k-q-k-q-j-I O-j-I 0-9-8-9-8-7-6-7-6-5-4-5-4-3-2-3-2,

with the king as the base, on the assumption, of course, that no ace of
this suit is as yet upon the table. \Vith six houses available, John can
succeed in arranging the 24 cards in two sequences of twelve, and
still leave himself with four empty houses. IfJohn tries to get rid of his
dirty cards when he has only five empty houses (even this is an unusual
number to have), he will get stuck. He can manage to transpose a
sequence 9-8-7-6-5-4-3-2 into each of two empty houses. He then
has three empty houses remaining, and this is not enough to let him
transpose a 10 under a 9. John can fill the three houses with j-lO,
j-IO again, and a queen. This gives him a king as his topmost dirty
card when he has to snip, and Peter can then return all the dirty cards
which John has just tried to put away. IfJohn has some other cards
as well as his dirty cards, he can fill two of the five houses each by
9-8-7-6-5-4-3-2 from the dirty cards, and the other three houses by
cards other than dirty cards, hoping either to have four empty houses
again later, and thus dispose of the other cards at the top of his dirty



ROBUSE AND RELATED BINARY PUZZLES 129

cards, or else for an early appearance of the corresponding ace. If
John has the bump in question and five empty houses, but no cards
other than dirty cards, he knows that his corresponding ace must be
among these dirty cards. If Peter has already gone right through the
cards in his hand without the corresponding ace appearing, then
Peter knows that his ace, too, is among his dirty cards. To make
things difficult for John, Peter will not get rid of any dirty cards after
he follows John's knock on the table by returning John's dirty cards,
thus obtaining the five empty houses. He will start upon his dirty
cards only when he has got rid of all his other cards, and then it is
virtually certain that he will win.

This example clearly shows how dangerous it is to be left with dirty
cards. Admittedly it will rarely be as catastrophic as has been assumed
above, but often you can ascribe the loss of a game to undue delay in
getting rid of your dirty cards (though maybe, of course, you would
have lost anyway).
*96. Other transposition puzzles. The question of how few moves
will suffice for success in puzzles I, II, I' and II' of§95 is hardly of any
importance in practical play of robuse. In puzzles II and II', putting
the card from your hand into a house is counted as a move. The
relevant numbers are then 9, 8, 27, and 26 respectively (when the
sequence is of maximum length).

Additionally to this, Tables 3 and 4 give indications of numbers of
moves for cases where the sequences are shorter than the number of

TABLE 3

I

1 2 3 4 5 6 7 8 9 10 11

1 1 3 - - - - - - - - -

2 1 3 5 9 - - - - - - -
'"----

3 1 3 5 7 11 15 19 27 - - -

4 1 3 5 7 9 13 17 21 25 29 33

5 1 3 5 7 9 11 15 19 23 27 31

6 1 3 5 7 9 11 13 17 21 25 29

7 1 3 5 7 9 11 13 15 19 23 27

8 1 3 5 7 9 11 13 15 17 21 25



130 v: PUZZLES RELATED TO NUMBER SYSTEMS

available houses would allow, for various lengths of sequence (up to
and including 11, the greatest possible length) and for all numbers of
houses (up to and including the largest number, 8).

TABLE 4

II

1 2 3 4 5 6 7 8 9 10 11

1 2 - - - - - - - - - -

2 2 4 8 - - - - - - - -

3 2 4 6 10 14 18 26 - - - -

4 2 4 6 8 12 16 20 24 28 32 40

5 2 4 6 8 10 14 18 22 26 30 34

6 2 4 6 8 10 12 16 20 24 28 32

7 2 4 6 8 10 12 14 18 22 26 30

8 2 4 6 8 10 12 14 16 20 24 28 I

Table 3 relates to puzzles I and I' of §95, and applies to the case
where the sequence has to be placed on top of a card which is already
in a house. Table 4 relates to puzzles II and II' of §95 and applies to
the case where the sequence has to be placed on top of a card which is
not yet in a house. In the tables, each row (horizontally) is for some
number of houses; the numbers have been indicated to the left of the
rows. Each column (vertically) is for some number of cards in the
sequence that has to be transposed; the numbers have been indicated
at the top of the columns. The different compartments display the
minimum numbers of moves of separate cards by which the trans­
position of the sequence can be achieved. A dash has been put in the
compartment in cases where the number of houses is too small to
permit the required transposition. The tables show, among other
things, that with four houses it will take at least 33 moves to transpose
a sequence ofeleven cards onto a king which is already in a house, and
that it will take at least 40 moves to transpose this sequence onto a
king which is not yet in a house (that is, onto a king that you have in
your hand, or that is your topmost dirty card). We leave the reader
to look up appropriate numbers for other cases.



Chapter VI:
GAMES WITH PILES OF MATCHES

1. GENERAL OBSERVATIONS

97. General relDarks. One or more piles of matches are provided.
John and Peter take turns removing one or more matches according
to definite rules which constitute the rules of the game concerned.
The one who removes the last match is the winner.

The rules of the game may be such that a situation can arise in
which not all the matches have been removed, but the player whose
turn it is has no move left, in the sense that he cannot remove a number
of matches which is allowed by the rules of the game, because (for
example) the rules say that he should take either two or three matches,
and there is only one match left on the table. The obvious interpreta­
tion to make here is that the player whose move it is has then lost.
This interpretation ensures that removing the last match means a win.
IfJohn has taken all the matches that were left on the table, then Peter
has no move left because the rules of the game demand, among other
things, that he has to remove one or more matches. Hence to decide
the result of the game, it is enough to agree that a player who has no
move becomes the loser.

Instead of this, of course, one can have the opposite rule, that the
player who has no move is the winner. This includes an implication
that a player who takes the last match (because he cannot otherwise
comply with the rules of the game) then becomes the loser.
98. Winning situations. There are certain situations (specified by
piles with certain numbers of matches) in which the player who is not
to move will win, provided he continues correctly. These situations
we shall call winning situations. Hence, a player should try to move in
such a way that a winning situation arises. The remaining situations
will be called losing situations. A player who has to reply to a losing
situation, or who replies with a winning situation, is in the winning
position, that is to say, he can win ifhe continues correctly. The other
player is then in the losing position.

The characteristics of winning and losing positions are:

131
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(1) Each move must change a winning position into a losing one,
while in every losing position there is at least one move that will
change it into a winning position.

(2) If it has been agreed that certain final situations imply a win
(or loss), then these final positions belong to the winning (or losing)
positions.

With this as an aid, we can track down the winning situations by
starting from the simplest situation and proceeding to consider
situations of increasing complexity (characterized by larger piles of
matches). To be more concrete, we take the most common case,
where removal of the last match means a win, with a move always
possible as long as there is at least one match on the table. "No match
on the table" is then a winning situation.

Next we assume that there is one pile of matches left on the table.
Piles which may be taken away in their entirety (according to the
rules of the game) represent losing situations. Each pile that always
passes into a losing situation in one move is then a winning situation.
We then move on to two piles of matches, starting with the simplest
cases, and so on.

When we have discovered (or conjectured) a pattern in the winning
situations found, we can prove that the result is indeed correct by
showing that the situations concerned have the properties (I) and (2).
Often this proof is much shorter and much clearer than the procedure
that led to discovering the winning situations. Without showing how
we have obtained the result, we can convince someone of its correct­
ness in this way, that is, in terms of the properties (I) and (2). Yet,
such an isolated proof is often unsatisfactory in the sense that it gives
no idea of the way in which the result has been obtained. This comes
out very clearly in the game ofnim (about which we will say more in
§§113 ff.); in such a case one can only imagine that the solution was
the result of some lucky and apposite discovery.

II. GAMES WITH ONE PILE OF
MATCHES

99. SiJnplest Inatch galne. One of the simplest imaginable games
with matches is the following. There is one pile of matches. John and
Peter take turns removing either one match or two matches, as they
choose. The one who takes the last match wins.

A pile of0 matches is a winning situation. Both a pile of I and a pile



GAMES WITH ONE PILE OF MATCHES 133

of2 matches are losing situations, because they can be changed into a
pile of 0 matches in one move. With a pile of 3 matches this is not
possible; such a pile produces a losing situation after any move and is
thus a winning situation. A pile of 4 or 5 matches is a losing situation
again, because it can be changed into a pile of 3 matches. Continuing
in this way, we find that piles with a number of matches divisible by 3
(hence 3, 6, 9, 12, 15, etc.) are the winning situations.

If this result is made to appear out of the blue, its correctness can
be proved in terms of the properties (1) and (2) from §98. When a
number that is divisible by 3 is diminished by I or 2, it turns into a
number that is not divisible by 3; a number that is not divisible by 3
turns into one that is so divisible, when diminished either by I (as for
4, 7, 10, 13, etc.) or by 2 (as for 5, 8, 11, 14, etc.). Furthermore, it
should be noted that 0 belongs to the numbers divisible by 3.

We have discussed this simple, one may indeed say childish, game,
to illustrate what has been said in general about the winning situations,
and also to use it as a preliminary to considerably more difficult games.
The game is so simple that many will notice the solution at once, and
will be able to indicate the correct way of playing. This runs as
follows: Remove one match when your opponent has removed two
matches, and two when he has removed one, provided you have
earlier managed to make the number of matches a multiple of 3; if
your opponent has left a number of matches that is not a multiple
of 3, you should change it into a multiple of 3 immediately.
100. Extension of the sim.plest m.atch gam.e. The match game
in §99 is not altered essentially when John and Peter are allowed to
take turns removing as many matches as they please up to a certain
maximum, but at least one match, as (for example) 1, 2, 3, 4, or 5
matches. In this new case the winning situations are the piles in which
the number of matches is a multiple of 5 + 1 = 6. If John has been
able to reply with such a winning situation (or if the game started off
with such a winning situation and Peter had to make the first move),
then the correct way for John to play is to remove the number of
matches which added to the number of matches last taken by Peter
will give a total of 6; hence he takes 3 matches if Peter took 3, he
takes 4 matches if Peter took 2, and so on. This lets John's next reply
again produce a winning situation, namely a multiple of 6, so that
finally he reaches 0 (when all matches are removed).

If we introduce the further modification that the one who takes
the last match loses, then we have to make a slight and obvious
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modification in the method ofplaying, to aim not at 0 matches, but at
1 match. If the player is allowed to take, say, I, 2, 3, 4, 5, 6, 7, 8, or 9
matches, then the winning situations are not the multiples of 10 them­
selves, but multiples of 10 increased by I, hence I, II, 21, 31, etc.
After a winning position is secured, the correct way of playing is
still to supplement the number of matches last taken, to produce a
joint total of 10. The only difference is that the numbers of matches of
the winning situations have been increased by I.

The situation can be made seemingly more difficult by a form of
camouflage, namely by starting with several piles of matches, and by
stating the rule that 1, 2, 3, 4, 5, or 6 matches, say, may be taken,
which need not all belong to the same pile. Obviously, this comes to
entirely the same thing as when all piles have been combined into a
single pile. IfJohn knows this trick and plays the game against Peter
who does not know it, then John will choose his matches from different
piles; in doing so he will pretend to check carefully from which piles
he will take matches, and how many matches from each, although
in reality all that matters is the total number of matches which he
removes. If Peter is not too bright, he will be misdirected by this
procedure.
101. More difficult gallle with one pile of lIlatches. The game
can become considerably more difficult when the number of matches
to be removed with each move (a minimum of one) ranges over non­
consecutive values. We assume that I occurs among these values, so
that a move can always be made as long as not all the matches have
been taken. Once again, it is immaterial whether the last match is
associated with a win or a loss; in the latter case the player has to aim
for I in entirely the same way as he aims for 0 in the first case, so that
in the case in which the taker of the last match loses, the winning
situations always contain one additional match. We may as well
assume that the taker of the last match is the winner.

The game is still very simple when only an odd number of matches
can be taken, for instance I, 5, or 7 matches. The winning situations
are found in the well-known way (by starting with the smallest
number); they turn out to be the even piles. Once this has been
surmised, its correctness can be easily confirmed in terms of the
properties (1) and (2) from §98. An even pile can be immediately
followed by an odd pile only, and conversely. Starting in a winning
position, John stays in a winning position however he plays; hence,
John cannot lose, even if he wanted to. So the game has no interest
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except when a player has to try to decide whether he will begin
himself or let his opponent begin.

The game becomes more interesting when the player is allowed to
take either one match or else a fixed even number of matches, for
example either 1 or 8. Here the winning situations are the multiples
of 9, the multiples of 9 plus 2, the multiples of 9 plus 4, and the
multiples of9 plus 6. Then a losing situation is converted to a winning
situation by either reply, except for a multiple of9 plus 7 (from which
one should take 1 match) and for a multiple of 9 plus 8 (in which case
one can secure a winning position only by taking 8 matches). The
simplest way to stay in a winning position, once you have got there,
is by bringing the number last taken up to 9. This receives an obvious
modification when you have the choice of taking, say, 1 or 10 matches.
In that case the winning positions are the multiples of 11, and the
multiples of 11 increased by 2, 4, 6, or 8.

The only essential, of course, is to know the winning situations.
Below, we present some simple examples of these. If the numbers of
matches that may be removed are 1,2 and one or more numbers not
divisible by 3, then the winning situations are the multiples of3 (hence
the same as when you are allowed only to take 1 or 2 matches). If the
numbers to be taken are 1,2,3 and one or more numbers not divisible
by 4, then the winning situations are the multiples of4. If the numbers
to be taken are 1, 2, 3, 4 and one or more numbers not divisible by 5,
then the winning situations are the multiples of 5 (as for 1, 2, 3, 4
above), and so on.

We shall now discuss some more complicated examples. In Table 5
the numbers of matches that can be taken from the pile are given in
the left-hand column (see the numbers not in parentheses), while the
winning situations, hence the situations at which one should aim, are
given in the right-hand column.

The numbers in parentheses in the left-hand column indicate other
numbers ofmatches that can be allowed to be taken without changing
the winning situations. These numbers are numbers by which one
cannot get from one winning situation to another, and so they can
be determined directly from the winning situations; we could have
added more numbers in the parentheses, but we imposed a maximum
of 10. One or more of the numbers in parentheses can be added as
desired. For example, not only 1-3-6, but 1-3-6-8 and 1-3-6-10 and
1-3-6-8-10 as well, all give the multiples of9, the multiples of9 plus
2, and the multiples of 9 plus 4 as winning situations.
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TABLE 5

m. = multiple

1-4--6(9) m.of5
1-4--5-6(3-8-10) m.of9

m. of 5 + 2 m. of9 + 2

1-3-4(6-8-10) m.of7 m.of9
m.of7 + 2 1-3-6(8-10) m. of9 + 2

m.of7
m. of9 + 4

1-2-6(5-8-9)
m. of 7 + 3

1-2-5-6-7(4-9-10) m.ofl1

1-4--5(3-7-9) m.of8 m. of 11 + 3

or 1-3-4--7(5-9) m. of8 + 2
m. of 11

1-2-4--6(7-9-10) m.of8 1-5-6(3-8-10) m. of 11 +2
or 1-2-6-7(4--9-10) m. of8 + 3 m. of 11 +4

m.of8 m. of 12
1-4--7 (9) m. of8 + 2 1-6-7(3-5-9) m. of 12 + 2

m. of8 + 5 m. of 12 + 4

1-3-4-6-7(5-9) m. of 10
m. of 13or 1-4-5-6-7(3-9) m. of 10 +. 2
m. of 13 + 2

m. of 10
1-4-6-7(9)

m. of 13 + 5
1-2-4-5-6(8-9)

m. of 10 + 3 m. of 13 + 10

The games given in Table 5 have the drawback that they are some­
what artificial, in that they can be varied endlessly. The most interest­
ing of these games is surely the one in which you are allowed to take
I, 3, or 4 matches. This rule is simple, while the correct way ofplaying,
once you know it, can be easily applied (make a multiple of 7 or a
multiple of7 plus 2). However, it is less simple to find the correct way
of playing (this is not immediately obvious), and in particular it is not
so easy to learn it by just watching how your opponent plays. You do
have the latter possibility in a game where the winning situations are
multiples of some fixed number. A player who does not know the
game will of course understand at once that the remaining number of
matches is what counts. Hence, ifhe notices that his opponent appears
to know the game, and always makes that number a multiple of5, say,
then he in turn will try to do the same thing if he gets the chance.
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III. GAMES WITH SEVERAL PILES
OF MATCHES

137

102. Case of two piles. We assume that John and Peter start out
with more than one pile of matches, and that they take turns removing
a number of matches (each time with a free choice, from a minimum
of one match up to a certain maximum), but all from one pile (also
to be freely chosen every time). Taking the last match means a win.
This game is not so easy to play, and becomes more difficult as the
fixed maximum and the number of piles gets larger.

It is still rather simple in the case of two piles. To be more concrete,
we assume that the fixed maximum is 5. The number of matches in a
pile can be a multiple of 6, a multiple of 6 plus 1 (which may be 1
itself), a multiple of6 plus 2, a multiple of6 plus 3, a multiple of6 plus
4, or a multiple of 6 plus 5. We then speak of a a-pile, a I-pile, a
2-pile, a 3-pile, a 4-pile, and a 5-pile, respectively. Two 3-piles (for
example, one of 3 and one of 15 matches) will be called similar, and
so forth; a 2-pile and (for example) a 4-pile are dissimilar; hence,
"similar" means that the numbers of matches in the two piles differ
by a multiple of 6 (which may be 0).

The winning situations all consist of two similar piles, for if you
have to reply to two similar piles, you must make them dissimilar.
However, if it is your turn and you are faced with two dissimilar piles,
for instance a 3-pile and a 5-pile, you make them similar by taking 2
matches from the 5-pile (or 4 matches from the 3-pile if it is sufficiently
large). Thus you finally reach two piles of a matches each (all matches
taken), because these a-piles are similar.

The rule of §100 is included in the above, for you can consider a
single pile as equivalent to two piles, one of which contains a matches
and therefore is (and remains) a a-pile. Hence you should try to turn
the other pile into a a-pile, that is, make it contain a number of
matches that is divisible by 6.

It is clear how this has to be modified when the maximum is
different, for instance 7. "Similar" then means that the difference
between the numbers of matches in the two piles is divisible by
7 + 1 = 8. In a 3-pile the number of matches is now a multiple of 8
plus 3, and so on.
103. Case of Jnore than two piles and a JnaxiJnuJn of 2. We
consider the game of §102 with a maximum of 2 (the smallest possible
maximum), for an arbitrary number of piles. "Similar" then means
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that the difference between the numbers of matches is a multiple of3.
Now the winning situations are those in which the number of I-piles
(piles in which the number of matches is a multiple of 3 plus I) is
even, as well as the number of 2-piles; the number of O-piles is
irrelevant.

To see this, we note that every move turns a pile into a dissimilar
pile. If the number of I-piles and the number of2-piles are both even,
then a move causes at least one of these numbers to become odd. If
the number of I-piles is even and the number of 2-piles is odd (or
conversely), then you can make both numbers even by taking two
matches from a 2-pile (or one match from a I-pile), so that a O-pile
arises. If the number of I-piles and the number of2-piles are both odd,
then both numbers become even if one match is taken from a 2-pile,
to change it into a I-pile; if there is still a I-pile with at least four
matches, there is another possibility, to change this into a 2-pile by
taking two matches. Note also that the final position (two empty piles,
with the numbers of I-piles and 2-piles both zero) satisfies the above­
mentioned characteristic of the winning situation (because zero is an
even number).

This last rule also holds, of course, when there are only two piles.
The situation is then winning when there are two O-piles, two I-piles,
or two 2-piles, in accordance with §102.

In the foregoing, we made the winning situations appear out of the
blue. It is more laborious to produce them in the well-known manner
we described, starting from small numbers. This is all the more true
when the maximum number of matches that can be taken is larger.
104. Case of Illore than two piles and a lllaxilllulll of 3. We
begin by explaining an expression which we shall need in what
follows. We shall say that two numbers have the same parity when they
are both even or both odd.

Ifwe are allowed to take 1,2, or 3 matches from one pile, where we
have a choice from an arbitrary number of piles each time, then
"similar" means differing by a multiple of4, with a related meaning
for a 0-, 1-,2-, or 3-pile (multiple of 4, multiple of4 plus 1, and so on).
The winning situations are those for which the numbers of 1-,2-, and
3-piles have the same parity. Obviously, the final position (in which
these three numbers are all zero) satisfies this condition.

Again the proof rests on the fact that a move transforms a pile into a
dissimilar pile. For example, if the three numbers are all odd and the
move changes a 2-pile into a 3-pile (or a O-pile, or changes a O-pile
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into a 2-pile), then the number of 2-piles becomes even, while the
number of I-piles remains odd. If a situation does not satisfy the
condition in question, for instance if the number of I-piles is odd,
while the numbers of 2- and 3-piles are even, then we can change this
situation into three even numbers in one move, by taking one match
from a I-pile. This is always possible, because there is at least one
I-pile. If there is a non-empty O-pile, we have the alternative of taking
two matches from it, so that it becomes a I-pile. If there is a 3-pile
(which need not be the case, since the even number of3-piles can beO),
then we could take one match from that pile, so that it becomes a
2-pile, and the numbers of 2- and 3-piles would both become odd.
Finally, if there is a 2-pile with at least six matches, we could change
it into a 3-pile by taking three matches from it.

Once more, of course, the result for the case of two piles is included
in the general result.
*105. Case of lIlore than two piles and a lIlaxilllulIl of4 or 5. If
we increase the maximum to 4, then "similar" means that the
difference is a multiple of 5. Now the winning situations are those for
which the number of 4-piles is even, and the numbers of 1-, 2-, and
3-piles have the same parity, for we can verify easily that this charac­
teristic (which is satisfied by the final position) is lost after any single
move, whatever this is.

Now we have to prove also that when the property in question is
not present, there is always at least one move after which it will
appear. If the numbers of 1-, 2-, and 3-piles have the same parity,
while the number of 4-piles is odd, then the required characteristic
arises by changing a 4-pile into a O-pile (by taking 4 matches from it).
If the number of 4-piles is even, as well as the numbers of 1- and
3-piles, while the number of 2-piles is odd, then we change a 2-pile
into a O-pile. If the number of 4-piles is even, as well as the number
of 3-piles, while the number of 1- and 2-piles are both odd, then we
change a 2-pile into a I-pile. If the number of 4-piles is odd, while the
numbers of 1-,2-, and 3-piles do not all have the same parity, then we
change a 4-pile into a I-pile, say, when the number of I-piles differs
in parity from that of the numbers of 2- and 3-piles.

In the foregoing we have given a move that is always feasible.
However, in various cases there are other ways to bring about the
desired characteristic of a winning situation; this, of course, is of no
importance for the proof. But these other moves are not always
feasible, because (for example) we can change a 4-pile into a 2-pile
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only when there is a 4-pile, and we can change a 2-pile into a 4-pile
(by taking 3 matches from it) only when there is a 2-pile with at least
7 matches.

Ifwe further increase the maximum to 5 (in which case" multiple of
5" has to be replaced by "multiple of 6"), then the characteristic
of the winning situations is the following: The number of 2-piles has
the same parity as the number of 3-piles; the number of 4-piles has
the same parity as the number of 5-piles; the number of I-piles
has the same parity as the sum of the numbers of 2- and 4-piles. The
last requirement can also be expressed by sayin~ that the number of
I-piles must he even or odd, according as the numbers of 2- and 4-piles
have the same or different parities.

We leave it to the reader to prove this. It requires detailed con­
sideration of various possibilities, but in any case this is much easier
than finding the winning situations (by starting with the smallest
numbers of matches).
*106. As before, but the last Inatch loses. We now introduce into
the previous rules the modification that taking the last match means
losing. In the case of I pile this gave only an obvious difference (aim
for 1 instead of for 0). However, with several piles the modification in
question makes the game entirely different and much more of a
complication.

We show this in the simple case where 1 or 2 matches may be
taken from some single pile. If the last match wins, we have a winning
situation when the numbers of 1- and 2-piles are both even (see §103).
If the last match loses, the winning situations are: an odd number of
I-piles and no 2-piles; an even number (at least two) of 2-piles, and
an even number (possibly 0) of I-piles.

Even with two piles this makes a considerable difference. If the
last match wins, there is a winning situation when both piles are
similar. If the last match loses, then there is a winning situation when
one pile is a O-pile and the other a I-pile (for example, a pile of3 and
one of4), and also when both piles are 2-piles (for example, a pile of
2 and one of 5). As in the previous sections, the proofs of the stated
results are left to the reader.

IV. SOME OTHER MATCH GAMES

107. GaIne with two piles of Inatches. A simple case is obtained
when John and Peter have to take turns removing one or two matches
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(as they like), but not 2 matches from the same pile, where the last
match wins. The winning situations are those in which both piles are
even.

When the last match loses, we have the same winning situations as
long as there are two (non-empty) piles. With a single pile the
situation is winning if it is odd. Hence, once John is in a
winning position, he has to play the game in the same way, regardless
of whether the last match wins or loses. However, as soon as Peter
makes a pile of 1 match, which he will eventually be forced to do,
John has to take that match and make or leave the other pile odd.
Hence, being in a winning position, John can leave to Peter the
choice as to the last match winning or losing, which gives a very
generous impression; it is only when Peter reduces one of the piles
(or both piles) to a single match that John has to know where he
stands.
108. Gall1e with three piles of lDatches. The game of §I07
(taking away one or two matches, but not two from the same pile),
in the case where taking the last match wins, becomes more interesting
when you begin with three piles. Then the winning situations are
those in which the three piles have the same parity, and hence are
either all even or all odd. Assuming that John is in a winning position,
he has a choice of two correct moves every time, because he can make
all piles even, but he can also make them all odd, and he can use this
to conceal the correct way of playing from Peter. However, as soon as
Peter makes an empty pile, John has only one correct reply, to make
the two other piles even.

IfJohn is in a winning position, he need not continually count the
piles to stay in a winning position, for he can imitate Peter's move,
that is, take a match from the same pile or the same 2 piles as Peter
did, or he can reply with the complementary move; by this we mean
that John diminishes the pile or the 2 piles from which Peter did not
take a match on his last move. When Peter has made an empty pile,
John can reply only with the complementary move, and afterwards he
imitates Peter's last move every time.
*109. Extension to four or five piles. We now extend the game of
§§107 and 108 to five piles. If we list the numbers of matches in the
piles in increasing order (or rather in non-decreasing order, since
there can be equal piles), then there are 4 kinds of winning situations:
even-even-even-even-even, even-even-odd-odd-odd, odd-odd-even­
even-odd, odd-odd-odd-odd-even.
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This also applies to four piles if we consider the fifth pile as empty
(and therefore even). This is then the smallest pile, and it is even, so
that the winning situations are: even-even-even-even, even-odd-odd­
odd; that is, the smallest pile (or one of the smallest piles) is even,
while the other three piles have the same parity. The result for three
piles is again included in that for four piles, and the result for two piles
in that for three piles.

When there are five piles, John, provided he is in a winning
position, usually has two correct replies, and sometimes three. Thus,
John can change even-even-odd-odd-even into even-even-even-even­
even or even-even-odd-odd-odd or odd-odd-odd-odd-even. It may
also occur, however, that John has only one correct reply; thus to
4-6-6-7-9 he can only reply with 4-6-6-6-8.
*110. Modification of the galDe with three piles of lDatches.
We modify the game of §108 to the effect that taking the last match
loses. As a result, the correct way of playing becomes completely
different, and much more complicated. The winning situations are
now: (a) the two smallest piles are equal and the third pile has the
other parity; (b) the three piles have the same parity and the two
smallest piles are unequal.

This rule also applies to two piles or one pile, if we consider these as
equivalent to three piles, one or two of which contain a zero number
of matches. The smallest pile is then even, while the two smallest
piles are unequal or equal, according as the number ot non-empty
piles is 2 or I ; hence, with two piles the situation is winning when they
are both even, and with one pile, when that pile is odd.

IfJohn is in a winning position, with three piles, he can easily stay
in a winning position without continually counting the piles, by the
procedure ofreplying to each of Peter's moves with the complementary
move (see §108); for the effect of both moves together is that each of
the three numbers is diminished by I, so that the situation has
remained a winning one. If the complementary move is no longer
possible, because John would have to take a match from an empty
pile, then John makes two even piles or one odd pile.
111. Match galDe with an arbitrary nUlDber ofpiles. The game
of §105 can be extended, after some modification, to an arbitrary
number of piles: John and Peter are allowed to take matches from as
many piles as they please, with a total of at least one match, and a
restriction to a certain maximum-5, say-in any single pile. If the
last match wins, the situation is winning when in every pile the number
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of matches is a multiple of (5 + I). The game does not differ
essentially from the game in §lOO.

However, a difference arises when the last match loses. Then
you should not aim for piles in which the number of matches
is a multiple of 6 plus 1, for the winning situations are unaltered,
provided the number of non-empty piles is at least two. But instead
of eventually making one pile in which the number of matches is
a multiple of 6, you should make that number equal to a multiple
of6 plus 1.
*112. Case in which loss with the last lDatch is the silDpler
galDe. In the foregoing, the case in which the last match wins is
always simpler than the case in which the last match loses. We now
give an example of a case in which the opposite is true. Given three or
more piles of matches, John and Peter have to take turns removing a
total of 1, 2, or 3 matches from at most two of the piles. Hence, at
every move John or Peter is given the choice from which pile or from
which two piles he will take matches, and how many he takes in all
(1,2, or 3).

When there are three piles and the last match means a loss, then
the winning situations are those for which the total number of matches
is a multiple of 4 plus 1. The case in which the last match wins (for
three piles) is slightly more complicated. Then the winning situations
are those in which the total number of matches is a multiple of 4,
with the exception of the case 1-1-2 (that is, two piles of I and a pile
of 2), and with the addition of the case I-I-I.

In the case of four piles, where the last match wins, the winning
situations are those for which the total number ofmatches is a multiple
of 4, with the exception of I-I-l-(multiple of4 plus 1) and 1-1-2­
(multiple of 4), and with the addition of I-I-I-(multiple of 4). The
case in which the last match loses (for four piles) is simpler. Then the
winning situations are those for which the total number of matches is a
multiple of 4 plus 1, with the exception of 1-1-1-2, and with the
addition of 1-1-1-1.

With five piles and a loss for the last match, the winning situations
are those in which the total number of matches is a multiple of 4 plus
I, with the exception of l-l-I-I-(multiple of4 plus I), and 1-1-1-2­
(multiple of 4), and with the addition of I-I-I-I-(multiple of 4).
The case in which the last match wins (for five piles) is more
complicated.

The difficulty of the game lies especially in the fact that towards the
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end of the game one has to deviate from the rule (make a multiple
of 4, or a multiple of 4 plus 1).

V. GAME OF NIM

113. General re:marks. The finest of all match games is without
doubt the game of nim, which is said to be of ancient Chinese origin.
It is usually played with three piles of matches. John and Peter
are allowed to take turns removing as many matches as they please
(but at least one), from one pile only (which can be freely chosen
anew every time). Prior agreement decides whether taking the last
match means a win or a loss.

I t is very difficult to resolve this game, in the sense of determining
all the winning situations. If neither of the two players knows all the
winning situations, then the player who knows the larger number of
them wins, provided the piles are sufficiently large. Of course, the
players will note some winning situations while playing, for example,
the situation 1-2-3, both when the last match wins and when it loses.
If Peter has to reply to 1-2-3., and if he changes it into 0-2-3 or
1-2-2, then John replies 0-2-2. After Peter's reply (0-1-2 or 0-0-2)
John can still leave to Peter the choice whether the last match will win
or lose; in the first case John replies to 0-1-2 with 0-1-1 and to 0-0-2
with 0-0-0; in the second case John replies with 0-0-1. Even when
Peter plays differently in the situation 1-2-3, John also wins; when
the last match means a win, then John replies with 0-1-1, while
otherwise he replies with 1-1-I or with 0-0-1.
114. Ga:me ofni:m with two piles. The game ofnim with two piles
is as easy as that with three piles is difficult. In the first case, the winning
situations are two equal piles as long as they each contain more than
one match. If John is in a winning position, it is only when Peter
makes a pile of 0 or of 1 that John has to know whether the last match
will win or lose; in the first case John wins by I -1 or 0-0; in the second
case by 0-1.

When John has managed to make two equal piles of at least 2
matches, he can continue almost up to the end of the game and leave
Peter the choice whether taking the last match means a win or a loss.
The correct way of playing fo~ John is perfectly simple: Peter is
forced to make the piles unequal, John makes them equal again.
115. So:me winning situations. Even ifthe player knows no winning
situations in a 3-pile game other than those already mentioned, he
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,still has quite a great advantage over someone who does not know a
single one, and he will win a vast majority of the games. He takes care
not to make two equal piles, because otherwise he runs the risk that
his opponent will take the third pile entirely. He will make this move
himself if his opponent makes two equal piles. For the rest, he will lie
in wait for ~he opportunity to create the situation 1-2-3, or at any rate
he will try to move in such a way that his opponent cannot create
that situation.

Proceeding from the winning situations discussed (1-2-3, and
those in which one pile has been taken entirely and the other two are
equal), the player can easily form winning situations with larger piles.
In order of simplicity, 1-2-3 is followed by 1-4-5. If Peter does not
take a pile and does not make two equal piles, John can reply with
1-2-3. In this way we find the following winning situations:

1-2-3, 1-4-5, 1-6-7, 1-8-9, I-1O-II, 1-12-13, etc.,
2-4-6, 2-5-7, 2-8-10, 2-9-11, 2-12-14, 2-13-15, etc.,
3-4-7, 3-5-6, 3-8-11, 3-9-10, 3-12-15, 3-13-14, etc.,
4-8-12, 4-9-13, 4-10-14, 4-11-15, 4-16-20, 4-17-21, etc.

Ifyou know these four rather simple sequences ofwinning situations,
you will be practically invincible, until you meet your master-some­
one who has a knowledge of the complete system ofwinning situations.
Against such a person, you cannot fail to lose, provided, of course, the
piles in the initial position are not too small, for example a smallest
pile of at least six matches, and no two equal piles.

VI. GAME OF NIM AND THE
BINARY SYSTEM

116. Relation to the binary syste:m. In order to describe the
winning situations in their entirety, the numbers of matches for the
three piles have to be written in the binary system of notation.
Thus the ancient Chinese (many centuries B.C.), who seem to have
developed a more or less consistent binary system, were virtually
predestined to discover the game of nim.

To find the winning situations, we proceed as follows. We write the
three numbers in the binary system one below the other (that is, in
such a way that the units digits become aligned vertically, as well as
those for the twos, and for the other places). The sum of the digits in
the same column will be called a digit-sum. Ifall digit-sums are even,
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we speak of an even situation, otherwise of an odd situation. In an
odd situation not all digit-sums need be odd; hut, at least one of the
digit-sums must be odd. Examples of an even and of an odd situation
are:

1010001
1001101

11100

1101100
1011000
101110

2022202 even situation, 2213210 odd situation.

In decimal notation these examples are 81-77-28 (even situation)
and 108-88-46 (odd situation).

Now, if taking the last match means a win, we have this simple rule:
the even situations are winning, the odd situations are losing.

The rule for the case of two piles is included in this, for then in one
of the three numbers (corresponding to the empty pile) no digit 1
occurs. Hence, in the other two numbers the digits below one another
have to be equal if the sum of the numbers is to be even; thus these
numbers are equal when the situation is even.
117. Proof of the rule for the winning situations. To prove the
rule, we have to show three things: (1) The final situation, which
yields a win, is even; (2) an even situation cannot be changed into
another even situation in one move; (3) an odd situation can always
be changed into an even situation in one move.

The correctness of (1) follows from the fact that the final situation
concerned is 0-0-0 (all matches taken). There is only one digit-sum
in that case, and it is 0, hence even. A move diminishes one of the
three numbers and hence changes at least one of the digits of that
number from 1 to O. Hence, the corresponding digit-sum changes
from even to odd or conversely (giving a change in parity). So, if the
situation is even, it becomes odd, and (2) has been proved. We now
assume that the situation is odd. In the column farthest to the left
which has an odd digit-sum, at least one digit I must occur. We
diminish the number which has this digit 1 by changing this digit into
0; digits to the right of it in the same number are changed (if necessary)
in such a way that all the digit-sums become even. Thereby we have
created an even situation, and (3) has been proved.

This proof is quite simple, but the great difficulty lies in hitting on
the idea of writing the three numbers in the binary system. It is true
that some pattern can be detected in the four sequences given in
§115, but there is no obvious connection with the binary system. This
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is still the case when one forms several such sequences (with 5 or 6 as
the smallest number, and so on). The notation of the decimal system
just does not lend itself to discovering this connection. It is not known
who was the first to see the relation with the binary system. The
unknown individual who had such a brilliant idea must have been no
ordinary person.!
118. Rem.arks on the correct way of playing. If we assume
arbitrary values for two of the three numbers of matches, the third
number can be chosen in only one way, to give an even situation;
for the requirement that all digit-sums are to be even determines every
digit of the third number. For instance, of 10111010011 and 10110010
are two of the numbers, then only 10101100001 for the third number
makes the situation even, as we see immediately by writing the two
first-mentioned numbers one below the other. The foregoing shows.
that it would be extremely coincidental if three piles put down
arbitrarily formed an even situation. When it is necessary to reply to
an odd situation, and the odd digit-sum farthest to the left is equal to
I, then exactly one of the three numbers has the digit I in the corre­
sponding column. In that case there is only one correct reply, and it
consists of diminishing the number in question. Thus, in the second
example of§116, the only correct reply is to reduce 1011000 to 1000010
(hence 88 to 66) by taking 22 matches from the middle pile).

If the odd digit-sum farthest to the left is equal to 3, then there are
three correct replies. It is then immaterial from which pile you remove
matches; once the pile has been chosen, you can make a winning
(even) situation in only one way. With correct play, the case in
question can occur only on the first move, for after the reply to an
even situation the odd digit-sum farthest to the left must be equal to 1.

From the foregoing we conclude that it is highly improbable, indeed
practically impossible, that someone who does not know the game
will find the correct moves by accident, and win. Hence, John, who
knows the game, can confidently leave the choice as to who will begin
to Peter, who knows nothing or little of the game, provided the three
piles put down are not too small and all three are different. Should
Peter happen to make a winning situation on his first move, then John
takes only a few matches, taking care not to make two equal piles and
not to make the smallest pile too small.

1 lPriority of publication can be assigned to C. L. Bouton, Annals of Mathematics
(2),3 (1901-02), 35-39-T. H. O'B.]
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When John and Peter both know the game, and Peter can choose
who will begin, then he is certain to win. He will then begin himself if
the initial situation is odd (which will be so in the vast majority of
cases when the piles have been laid down arbitrarily), otherwise he
will let John begin.
119. Case in which the last match loses. When taking the last
match means losing, the winning situations are still the even situations,
with the exception of0-1-1, and also of0-0-0, of course. On the other
hand, 1-1-1 and 0-0-1 are now winning situations. When John is in a
winning position, he can continue almost to the end of the game,
leaving to Peter the choice whether the last match will win or lose. It
is only when John has to reply to a situation in which there is only one
pile with more than a single match, combined or not with one or two
single-match piles, that Peter has to decide whether the last match
wins or loses. If Peter says that the last match wins, then John creates
the situation 0-1-1 or 0-0-0, depending on whether he has to reply to
more than one pile or to only one pile of matches. If Peter decides
that the last match loses, then John creates the situation I-I-lor
0-0-1, depending on whether he has to reply to three piles or fewer
than three piles.
120. Simplest way to play. From the connection with the binary
system it may appear that it is difficult to achieve the correct way of
playing. One might get the impression that John, who knows the
game, has to count the three piles of matches and do paper-work to
convert the resulting number to the binary system, a thing which
would, of course, make no pleasant impression upon his opponent.

However, John can proceed differently, and very simply, by
arranging the matches of each of the piles as inconspicuously as
possible, in the way described in §88. For convenience we assume that
each of the piles contains fewer than 30 matches, something which
will practically always be the case. If possible, John makes a group of
16 from the matches in a certain pile, then similarly a group of8, of4,
or of 2. For instance, if there are 23 matches, then he makes a group
of 16, and from the remaining matches a group of 4, a group of 2, and
a group of 1. For this it is not necessary to count the matches. By
grouping the matches, John has counted them in the binary system,
as it were, and has found the representation 10111 (see Figure 77). In
the same way he groups the two other piles.

The situation is winning (even) when the number of groups of 16
is none or two, and similarly for groups of8, of 4, of2, and of 1. When
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John has to reply to an odd situation, and there is only one pile in
which a group of 16 occurs, then he first takes that group and (if
necessary) puts back as many matches as may be required to make
the number of groups of 8, of 4, of 2, and of I, all even; to do this, it

11111111111111111111
Fig. 77

may instead be necessary to take more than 16 matches from the pile,
and indeed he may have to take exactly 16 (if the number of groups
of8 is already even, as well as the number ofgroups of4, of2, and of!).

An example of this is presented in Figure 78. John has to take, from

I 1111 1111 " I
Fig. 78

the largest pile, the group of 8 and the group of 1, and put back 4 of
these 9 matches to get two groups of 4. Hence, he should take 5
matches from the largest pile. It is better if John first finds out
mentally how many matches he has to take (something which can
certainly be done after some practice), and then takes the correct
number at once, at the same time disturbing the division into groups.
After Peter's reply, John sets out to restore the division into groups
again as inconspicuously as possible, pretending that he is just
counting the piles.

111111111111 11111111111 1111
Fig. 79

As a second example we take the situation in Figure 79, where three
matches should be taken from the middle pile, and as a third example
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the situation in Figure 80, where one match has to be taken from the
smallest pile.

111111111111 11111111 I 111111
Fig. 80

VII. EXTENSION OR MODIFICATION OF
THE GAME OF NIM

121. Extension of the galDe of mID to lDore than three piles.
The game of nim undergoes no essential change when we begin with
more than three piles of matches. To find the winning situations, we
use the binary system to write the numbers of matches in the various
piles in appropriate vertical alignment (or else we can arrange the
matches in binary fashion). If the digit-sum of every column is even,
then the situation will be called even, otherwise odd. When the last
match wins, the winning situations are without exception the same
as the even situations.

Since the final situation (all matches taken) is even, and every move
changes an even situation into an odd situation, we only have to
show that for every odd situation there is at least one move that causes
an even situation; in this process, the correct way of playing will also
be determined. To do this, we find the odd digit-sum farthest to the
left. From one of the piles (uneven in number) which contribute 1 to
this digit-sum we take as many matches as is necessary to make all
digit-sums even; hence we change the digit 1 in question into a 0, and
also modify, if necessary, the digits to the right of it in the same
number.

When Peter has replied to a winning situation, John, to stay in a
winning position, has then to diminish a pile of matches other than
the one which Peter has diminished, for the 1 farthest to the left
which Peter changed into a °cannot be converted into a 1 by any
removal of matches by John.

When the last match means a loss, the winning situations are the
even situations in which at least one of the piles contains more than
one match, and the odd situations in which no pile contains more than
a single match. As long as there are at least two piles that contain
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more than one match each, it is not necessary that John, when
replying in a winning position, should know whether the last match
will win or lose.
*122. Further extension of the gaJlle of niln. We modify the
game of nim to the effect that we start with several piles of matches
and that we are allowed at each turn to take as many matches as we
like, but from at most two piles (or from at most three piles, or from
at most four piles, and so on), while-in the simpler case-the last
match wins.

As an example we take the case in which we are allowed to take
matches from at most two piles. The game makes sense only when we
start with at least three piles. With three piles, the winning situations
are three equal piles. To such a situation, we can reply only with three
piles that are not all equal, and with the following reply the three piles
can be made equal again. For an arbitrary number of piles of one
match each, the winning situations are those in which the number of
piles is a multiple of 3, for then the game is nothing but the simple
game of§99.

The foregoing suggests the idea that the winning situations are
those for which the digit-sums are all a multiple of (2 + I). As
before, the numbers of matches in the various piles are written one
below the other in the binary system. The final situation (all matches
taken) is among those mentioned, and it is not possible to get from
such a position to another such position in only one move.

When the digit-sums are not all a multiple of 3, they can all be
changed into a multiple of3 in one move. To do this, we proceed from
the first digit-sum from the left that is not a multiple of 3. Of the l's in
that column we change one or two of them into 0, depending on
whether the digit-sum in question is a multiple of 3 plus I, or a
multiple of3 plus 2. By this, either one or two piles are indicated from
which we have to take matches. If two piles are involved (because the
digit-sum is a multiple of3 plus 2), then we first take so many matches
from these piles that the two digits I from the column in question each
change into a 0, and hence, the corresponding digit-sums become
multiples of 3. We have then taken enough matches to ensure (by
putting back some if necessary, or by taking still more matches from
these two piles) that all the other digit-sums also become a multiple
of 3.

When only one pile (A, say) from which matches have to be taken,
has been indicated so far (because the digit-sum in question is a
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multiple of 3 plus 1), then there is the possibility that we can make all
digit-sums equal to a multiple of 3 by taking matches from pile A
only. This case presents itself when pile A contributes 1 to each digit­
sum that is a multiple of 3 plus 1, and 0 to each digit-sum that is a
multiple of 3 plus 2; by changing all those 1's into O's, and all
these O's into 1's, each digit-sum becomes a multiple of 3. If this
cannot be achieved with pile A by itself, we consider the first digit­
sum from the left that is not a multiple of3 and that cannot be changed
into a multiple of 3 by altering the corresponding digit in A. Then
there exists a second pile, B, in which the digit that corresponds to
that digit-sum is equal to 1. We change this digit into 0 by taking
matches from pile B, too. When the last-mentioned digit-sum is a
multiple of3 plus 1, A contributes 0 to it; this digit 0 of the number of
matches in A we leave unchanged. When the last-mentioned digit-sum
is a multiple of3 plus 2, A contributes 1 to it; this digit I of the number
in A we change to 0, so that two groups of matches are then taken
from A. Now we have taken sufficient matches from A and B to be
able to bring it about, by putting back some of them (if necessary),
that the remaining digit-sums. also become multiples of 3; to secure
this, it may also be necessary to take still more matches from the piles
A and B. By playing the game a couple of times, starting with four or
five piles, say, we can convince ourselves that we can always create
an even situation in the manner indicated, when we have to reply to
an odd situation.

When it is agreed that the last match loses, this produces a difference
in the winning situations only towards the end of the game, when all
piles of more than 1 match have disappeared. Then the winning
situations are those in which the number of single-match piles is a
multiple of 3 plus 1.

The treatment of the case in which we are allowed to take from at
most three, or from at most four piles, is left to the readers who take
pleasure in it. The winning situations then are (when the last match
wins) those in which the digit-sums of the numbers in the binary
system are all a multiple of (3 + 1) or (4 + 1), respectively. The
proof of this is completely analogous to the above proof, but slightly
more complicated.
*123. Special case of the galDe of§122. A special case of the game
of §122 is obtained when we are allowed to take as many matches
from as many piles as we please, but not from all piles; this is to be
understood in the sense that when one or m0re piles have been
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entirely depleted, we are allowed to take matches from all remaining
piles at the same time at the next move. The winning situations of
§122 now become (when the last match wins) the situations in which
all piles contain the same number of matches.

That these are the winning situations can be seen more easily
without the binary system. When Peter has to reply to equal piles, he
cannot leave them all equal, after which John can make them equal
again, and thus achieve the final position (all matches taken). When
the last match loses, the correct way for John to play is the same, as
long as all piles contain more than one match; when Peter makes an
empty pile or a pile of one, John takes all matches but one.
*124. Modification of the gaIne of mIn. We modify the game of
nim in the following way. From four piles of matches John and Peter
take turns removing as many matches as they please, but from exactly
two piles (no more and no fewer). The player who can no longer make
a move loses; this may mean that there is not a single match on the
table, but also that only one pile is left.

The winning situations are now those in which three of the piles
are equal and the fourth contains the same number of matches or
more. When John has created such a situation, he can create it again
after any reply from Peter and thus achieve the situation in which he
leaves either no single pile or only one pile; both situations satisfy the
characteristic in question, because then there are three equal piles of
omatches each, and a pile that is not smaller.

When we make the agreement that the player who can no longer
make a move wins, then the winning situations are the same, as long
as each of the four piles still contains more than one match; there are,
besides, the winning situations 0-1-1-1 and O-O-l-(at least I).

Hence, towards the end of the game, John (who is assumed to be in
a winning position) has to take care not to make the situation
l-I-I-(at least 1), because Peter can reply to this with 0-0-1-1, after
which John has to make the situation 0-0-0-0.

Also, we could agree (but this is less natural) that a player is
compelled to take from two piles only when there are at least two piles
left, so that it is still necessary to take one or more matches when the
number of piles has dropped to one. When the last match means a
win, the winning situations are still the same, as long as each of the
four piles contains more than one match; besides these, 1-1-1-1
and O-I-I-(at least I) are now winning situations. The case in which
the last match loses becomes more complicated. The winning
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situations remain the same (three equal piles, and one equal or larger
pile), as long as each of the four piles contains at least four matches; in
addition, the following are winning situations: 3-3-3-3, 2-2-2-2,
1-3-3-(atleast 3),1-2-2-2, 0-2-2-(at least 2),0-0-1-1, and 0-0-0-1.
Hence, the player who is in a winning position has to be very careful
towards the end of the game.



Chapter VII:
ENUMERATION OF POSSIBILITIES
AND THE DETERMINATION
OF PROBABILITIES

I. NUMBERS OF POSSIBILITIES

125. Multiplication. As we have seen, solving a puzzle largely
reduces to distinguishing among various possibilities, each of which
then has to be investigated separately. It often happens in examining a
certain possibility, that a new distinction among different cases has
to be made, while it is no rarity that the consideration of one of these
cases necessitates a further division, and so on.

In many cases the number of the various possibilities can be
determined without stating these possibilities separately. This is of
importance especially when the number of possibilities is somewhat
large. If it appears to be so large that examining the various possi­
bilities one by one is not feasible, this negative result may still contain
an important indication, for it suggests that the different possibilities
have not been grouped efficiently, and so it often emerges that a
better classification of the various cases can be made, and that the
number of these cases can be reduced considerably by simple
arguments.

For other purposes, too, a count of possibilities is of importance. I
only have to mention the computation of probabilities, which is often
based on such a count. Usually this is not a count in the ordinary
sense of the word, counting one by one, because this would take far
too much time, but a shortened way of counting by a suitable
classification of the possibilities into groups.

A frequently occurring case of this nature is one in which there is a
distinction into (say) six cases, and a different sort of division into
(say) five cases. Here we assume that each of these six cases can occur
in combination with each of the five cases. It is evident that then there
are in all 6 x 5, hence :30 possibilities, with no need to state the 30
possibilities explicitly. Moreover, such explicitness is by no means
desirable, since complete detailing would make the argument much

155
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too long-winded. This applies with greater force in a case in which
there is a division into possibilities in (say) three ways: first a division
into 11 possibilities, then one into 9 possibilities, and finally one into
2 possibilities; one then obtains 11 x 9 x 2 = 198 cases; as an
example we take population returns of the Netherlands in which the
inhabitants are classified (1) by provinces (11 possibilities); (2) by age
(0-10, 10-20,20-30,30-40,40-50,50-60,60-70, 70-80, and over 80,
hence 9 possibilities); and (3) according to sex (2 possibilities).

We shall refer to the rule which we have discussed as the rule of
multiplication of numbers of possibilities. Each multiplication of
numbers can be considered as a multiplication of numbers of possi­
bilities. For example, if John, Peter, and Charles possess five objects
each, then there are fifteen objects in all. If we think ofJohn's objects
as being numbered 1,2,3,4,5, and the same for Peter's and Charles's
objects, and if we point out some object, there are three possibilities,
because it may be an object belonging to John, to Peter, or to Charles.
Considered from another point of view, there are five possibilities
because the number assigned to the object may be 1,2,3,4, or 5. The
combination of these two divisions leads to 3 x 5 cases.

As an example we take the problem of the number of possible
throws with three colored dice, a red one, a blue one, and a green one,
where two throws are considered to be different even when the three
spot-numbers agree, if these are distributed differently among
red-blue-green. Each of the three dice leads to 6 cases, so that we get
6 x 6 x 6 = 63 = 216 possible throws in all.
126. Nwnber of cODlplete perDlutations. We imagine the situa­
tion in which a certain number of objects (6, say) are arranged side
by side in a row, and we require the number of ways in which this
can be done. Such an arrangement in a row is called a (complete)
permutation of the objects. Two arrangements for which the order is
the same, but in one case from left to right, and in the other from right
to left, are considered to be different.

We can imagine the 6 objects to be numbered in sequence. The
problem of finding the number of permutations is then the problem
offinding the number ofways in which the numbers 1,2,3,4,5,6 can
be placed in a row. We can start with the number farthest to the left;
this gives 6 possibilities, because it may be 1, 2, 3, 4, 5, or 6. When a
choice, 4 say, has been made, there are still 5 possibilities for the
number next to the right; since this cannot be a 4, it is one of the
numbers I, 2, 3, 5, 6. When a choice has been made, I say, for this
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number too, there are still 4 possibilities for the third number from
the left, because it can be 2, 3, 5, or 6. Continuing in this way we find,
according to the rule of multiplication of numbers of possibilities
discussed in §125, a total of6 x 5 x 4 x 3 x 2 x 1 = 720 permuta­
tions. The product 6 x 5 x 4 x 3 x 2 x I is written more shortly
as 6!, which is read as "six factorial."

Likewise, the number of permutations of 8 objects is, of course,
equal to 8 x 7 x 6 x 5 x 4 x 3 x 2 x 1 = 8! = 40,320. Since
the number of permutations increases very rapidly, writing out all
permutations is practicable only with a small number of objects.
Thus the possible permutations of the numbers 1, 2, 3 are:

1-2-3, 1-3-2,2-1-3,2-3-1,3-1-2,3-2-1.

Below we give the numbers of permutations for objects up to 20 in
number:

I! = I, 2! = 2, 3! = 6, 4! = 24, 5! = 120, 6! = 720, 7! =5040,
8! = 40320, 9! = 362880, IO! = 3628800, II! = 39916800,

12! = 479001600, 13! = 6227020800, 14! = 87178291200,
15! = 1307674368000, 16! = 20922789888000,
17! = 355 687428096000, 18! = 6402 373705 728000,
19! = 121645100408832000, 20! = 2432902008176640000.

To give an idea of the size of the number 20!, we note that it is
equal to the number of seconds in over 770 million centuries.

Various questions can be reduced to permutations. As an example
we take the number of ways in which 7 persons can be seated at a
round table when two arrangements in which everyone has the same
neighbors are considered to be the same (here we pay no attention
to left or right). Indicating the persons by I, 2, 3, 4, 5, 6, 7, it is
irrelevant where I is seated. The remaining 6 persons can now be
seated in 6! ways. In this we do take left and right into account, so
that the desired number is half of 6!, hence 360.
127. Number of restricted permutations. The number of
permutations of 9 objects, say, can be interpreted as follows. We
imagine a box with 9 numbered balls. These balls are successively
drawn from the box until it is empty. The numbers are written down
in the order in which they are drawn. The number of ways in which
this can happen is evidently 9!.

We now introduce the modification that the box is not emptied
entirely, but 6 balls, say, are drawn successively. The first drawing
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can occur in 9 ways. If, for example, the number 3 has been drawn,
the second number drawn can only be one of the 8 numbers I, 2, 4, 5,
6, 7, 8, 9. At the third drawing only 7 possibilities are left, and so on.
Hence, the number of ways in which the drawing of the 6 balls can
occur (taking into account the order of the numbers drawn), is equal
to 9 x 8 x 7 x 6 x 5 x 4 = 60,480. This number, which can also
be written as 9 !/3!, is called the number of permutations of the 9
objects in groups of 6. Likewise, the number of permutations of 12
objects in groups of5 is equal to 12 x 11 x 10 x 9 x 8 x 7 x 6 =
12!/7! = 95,040.

In very simple cases only, that is, for very small numbers, is it
feasible to state the individual cases. Thus, the permutations of 5
numbered objects in groups of 3 are:

123, 124, 125, 132, 134, 135, 142, 143, 145, 152, 153, 154,
213, 214, 215, 231, 234, 235, 241, 243, 245, 251, 253, 254,
312, 314, 315, 321, 324, 325, 341, 342, 345, 351, 352, 354,
412, 413, 415, 421, 423, 425, 431, 432, 435, 451, 452, 453,
512, 513, 514, 521, 523, 524, 531, 532, 534, 541, 542, 543,

here the principle according to which the permutations have been
ordered can be clearly seen. Without taking the trouble to write down
all the permutations, we see that their number is equal to

5 x 4 x 3 = 60.

128. Nutn.ber of cOlllbinations. Again we take a box with 9
numbered balls from which 6 balls are drawn, but now we introduce
the modification that the 6 balls are not drawn one after another, but
simultaneously; hence, after a single drawing we have a handful of
6 balls out of the 9. The number of ways in which this can be done is
called the number of combinations of 9 objects in groups of 6. This
shows that the difference from permutations lies in the fact that with
permutations we do take the order into account, whereas with
combinations we do not.

The combinations of 5 numbered objects in groups of 3 are:

123, 124, 125, 134, 135, 145, 234, 235, 245, 345.

From these combinations we can construct permutations by
permuting the 3 numbers of a group. Each of the 10 combinations
then leads to 3! = 6 permutations; thus the combination 235 leads
to the permutations 235, 253, 325, 352, 523, 532. In this way the 10
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combinations lead to 6 x 10 = 60 permutations of 5 objects in
groups of 3, as written out above.

The foregoing also provides the means to determine the number of
combinations without first writing down all these combinations; this
indeed would be a hopeless task with somewhat large numbers. In
the example (5 objects and groups of 3) the number of permutations
is 5 x 4 x 3. Of these permutations, groups of 3! belong to the same
combination, in various cases, so that the number of combinations of

5 b·· f3 . 1 5 x 4 x 3 10 S'o ~ects III groups 0 IS equa to 3! =. Illce we can also

write the number of permutations as 5 !/2!, the number of combina­
tions of 5 objects in groups of 3 can also be represented in the form

5!
3! x 2!

We reason in entirely the same way when the total number of
objects and the number of objects per group are varied. Thus, the
number of permutations of 9 objects in groups of 6 is equal to

9 x 8 x 7 x 6 x 5 x 4 = ~:. Every combination of the 9 objects

in a group of 6 gives rise to a number of permutations equal to the
number of permutations of 6 objects, thus to 6! permutations. For
the number of combinations this gives:

9x8x7x6x5x4
6!

9! = 9 x 8 x 7 = 84
6! x 3! 3! .

The number of combinations of 12 objects in groups of 5 is the same

as for groups of 12 - 5 = 7, namely, 5,12! 71" We can see directly
. x .

that both numbers of combinations are equal, even without knowing
the method of determining the number of combinations. For groups
of 5, we seek the number of ways in which we can draw a group of 5
balls out of a box with 12 numbered balls. When we draw, we leave
7 balls in the box, so that we are also seeking the number of ways in
which we can leave 7 balls in the box-which is the same as con­
sidering the drawing of a group of 7 balls.
129. Number ofperlDutations of objects, not all different. We
require the number of permutations of the letters abcdeee, to give the
number of words that can be formed with these 7 letters. Here each
order is considered as a "word," regardless of whether it has a
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meaning and whether it can be pronounced. If we first imagine the
three letters e to be different-for example, by using different founts
of type-we obtain 7! permutations. Since the three letters e which
occur in every permutation can be permuted in 3! ways (including
the original arrangement), there are groups of 3! permutations that
become identical when we neglect the distinction between the types
of the e's. Hence, the number of permutations of abcdeee is 7!/3!.

Next, we require the number of permutations of the letters
aaaabcdeee. Ifwe first consider the four a's as being different, and also
the three e's, we obtain 1O! permutations. By disregarding the
difference between the four types of a, groups of 4! permutations
become identical, and the number of permutations reduces to
10 !/4!. Here the three e's are still considered as different. By also
disregarding the distinction between the types of e, groups of 3!
permutations again coalesce into single permutations, so that the
number of permutations is divided once more, this time by 3!. Hence,

h d . d b f .. 10!t e eSIre num er 0 permutatIOns IS 4! x 3!

It is clear how this can be extended to other cases. For example, the
number of permutations of the 17 letters aaaabcdeeefghiiii, among
which there are 4 equivalent a's, 3 equivalent e's, and 4 equivalent i's,
is equal to:

17!
4! x 3! x 4! = 102,918,816,000.

At the end of§20 we had to make 16 moves each ofa different piece,
8 times for an odd piece, and 8 times for an even piece. According to
the foregoing this can be done, so far as the alternation ofeven and odd

is concerned, in 8,16!8
1

= 12,870 ways.
. x .

130. Num.ber of divisions into piles. We take a bridge pack
(with 52 cards), and we want to divide it into 4 piles, a pile A of 17
cards, a pile B of 15, a pile C of 12, and a pile D of 8 cards. To
determine the number of ways in which this can be done, we imagine
the cards to be numbered consecutively from I to 52. By associating
each number with the letter of the pile in which the corresponding
card is located, every division into piles (containing numbers of cards
as above) leads to a permutation of 52 letters, namely 17 A's, 15 B's,
12 C's, and 8 D's. Hence, the number of ways in which the division
into piles can be made is, according to §129, equal to
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52!
17! x IS! x 12! x 8!

161

The number of ways in which the pack of cards can be divided into
4 piles A, f!, C, D, of 13 cards each, is, as appears from the foregoing,

52! _ 29 33 54 74 173 192 232
13! x 13! x 13! x 13! - x x x x x x

x 29 x 31 x 37 x 41 x 43 x 47
= 53,644,737,765,488,792,839,237,440,000 = more than 5 x 1028.

Here it is assumed that a distinction is made between one pile of
13 cards and another, hence that a new division into piles is obtained
when we interchange the piles. When we make no distinction between
one pile and another, we still have to divide the number found by 4!
(the number of ways in which we can arrange the 4 piles), so that
the number of ways in which the 52 cards can be divided into four

piles of 13 cards is then equal to (13! ~42 ~ 4!

As an illustration we take smaller numbers, namely 4 cards which
are divided into two piles of 2 cards each. The number of ways in

which this can be done is equal to 2' 4! 2' = 6, when we distinguish
. x .

between one pile and the other; otherwise the number ofways becomes

2 , ~ : 2 ' = 3. We can also interpret this result as follows: 4
. x . x .

persons go for a walk, and walk in twos. This can be done in 3 ways,
as can also be seen immediately (without the previous considerations).
However, if the 4 persons walk on a narrow road, so that they have
to walk one pair behind the other, and if we distinguish between the
first pair and the second pair, then the number of ways becomes
twice as large, hence equal to 6.

We now return to the division of the cards in bridge. Here, not only
are four piles of 13 cards involved, but it is equally important to know
to which player a given pile corresponds. Hence, a distinction should
here be made between one pile and another, so that the number of
possible divisions amounts to more than 5 x 1028.

From this enormous number, which we just cannot imagine, we see
clearly how utterly incredible the story is that has turned up now and
then in the newspapers, according to which the following rare
sequence of bids in bridge was made somewhere or other (without
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the possibility of a joke or cheating): "grand slam clubs," "grand
slam diamonds," "grand slam hearts," "grand slam spades." The
dealer here held 13 clubs, his left-hand neighbor 13 diamonds, and
so on. According to our calculation, such a distribution of the cards
occurs not even once in 5 x 1028 deals, on the average. If four
persons play night and day, and if we assume that each hand takes
five minutes, then the cards are dealt 288 times per 24 hours, that is,
approximately 100,000 times per year. If we now assume that the
entire adult population of the world, say 108 tables of 4, do nothing
but play bridge, day in, day out, then the cards are dealt 1015 times
per century. So even then it would still take millions and millions of
centuries before we eventually met with a distribution of the cards
like that mentioned in the newspaper report. Hence we can safely
say that such a distribution is impossible, and that the whole story is a
mystification. 1

II. DETERMINING PROBABILITIES FROM
EQUALLY LIKELY CASES

131. Notion of probability. In a game of dice we can usually
distinguish various cases which we feel are entirely equal in degree of
uncertainty. By this we mean that we have no reason at all to expect
the occurrence of one case rather than another, and that we cannot
imagine that such a reason could be suggested. We then speak of
equally likely cases. Thus, when we throw an "unloaded" die,
throws of 1, 2, 3, 4, 5, 6 are equally likely cases. When we draw a card
from a bridge pack, the 2 of clubs, the 3 of clubs, and so on, are
equally likely cases.

However, it is not always so easy to judge whether cases can be
considered as equally likely. Often this is not a matter of calculation,
but of common sense. Only when we have succeeded in finding a
satisfactory division into equally likely cases can the calculation be
started. The French mathematician Laplace (1749-1827) expressed
this by saying that, in the end, the theory of probability is nothing
but common sense reduced to calculation. When someone is con­
vinced that round numbers offer a worse chance in a lottery than

1 [The joke or cheating type of explanation seems the likeliest, when the facts are
indisputable: but the author's argument assumes a perfection of shufRing which
may not apply in actual practice-To H. O'B.J
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other numbers, then it is not possible to talk him out of this superstition
by argument or by calculations.

We shall assume now that the division into equally likely cases has
been made in such a way that each of these cases means either a win
or a loss. This means that we assume that among these cases there is
not a single one in which the choice between a win and a loss depends
on still other circumstances. The cases that entail a win are called
favorable cases. By the probability or chance of a win, or, more
generally, the probability of a certain event, we then understand the
value of the following quotient:

number of favorable cases
total number of equally likely cases'

The probability of a loss is the number of unfavorable cases divided
by the total number of cases. As the sum of the number of favorable
cases and that of the unfavorable cases is equal to the total number of
cases, the sum of the probability of a win and the probability of a loss
is equal to 1. The probability of a loss is also called the complementary
probability. Hence we can also say that probability + complementary
probability = I.

As appears from the given definition of probability, a probability
of 1 means certainty, and a probability of 0 means impossibility.

Since the calculation of probabilities reduces to counting numbers
of possibilities, it is clear that the considerations of §§125-l30 will
stand us in good stead.
132. Origin of the theory of probability. The main import of the
theory of probability does not lie in its application to the so-called
games of chance, but rather in its applications to life insurance, to
statistics, to the improvement of inaccurate measurements (the
so-called theory of errors), and particularly to developments in the
modern natural sciences. One might say that wherever certain
knowledge ceases, the theory of probability enters.

However, it was games of chance which provided the motive for
developing the theory of probability. No doubt, more or less correct
calculations must have been made as long as people have indulged in
gambling; however, the oldest writings do not date from earlier than
the beginning of the seventeenth century, although a few isolated
cases of calculation of probabilities can be found as early as the
fifteenth century. The well-known Italian mathematician Cardano
(1501-1576), who was himself a great enthusiast for dicing, had an
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accurate knowledge of the chances of the various throws. In addition,
not inconsiderable contributions were made by gamblers who were
not mathematicians but who devoted themselves to calculations of
probabilities. They often obtained results which turned out to be
contradictory to experience, usually as a consequence of misjudging
the equal likelihood of cases. One player had noted that when three
dice are thrown, throws of 10 and 11 are more frequent than 9 and 12,
in spite of the fact that each of the four numbers can arise in six ways
as a sum of three numbers:

9=1+2+6=1+3+5=1+4+4=2+2+5=2+3+4=3+3+3,
10=1+3+6=1+4+5=2+2+6=2+3+5=2+4+4=3+3+4.

With this objection he came to Galileo (1564-1642), the famous
Italian mathematician, physicist, and astronomer, who soon solved
the difficulty by observing that these 6 ways are not equally likely
cases: the throw 3-3-3 can arise in only one way, namely when each
of the dice shows a 3. However, the throw 1-4-4 can arise in three
ways, because the 1 can come from any of the three dice. A throw
like 1-2-6 can arise in 3! = 6 ways. Hence, we should distinguish not
56, but 6 x 6 x 6 = 216 equally likely cases. Of the 56 cases, there
are 20 with three different spot numbers, 30 with two different spot
numbers (with the additional implication that two are equal), and
6 with three equal spot numbers; these represent 6 x 20 + 3 x 30
+ I x 6, hence, as is proper, 216 equally likely cases. Hence, the
probabilities of throwing a 9 and of throwing a 10 are not equal to 6/56,
but 9 has a probability of 25/216, and 10 the slightly larger probability
of27/216 = 1/8. The probability of 12 is also 25/216, and that of II
is 1/8.

The error made 50 years later by another gambler, the Chevalier
de Mere, was of a different nature, but he, too, obtained a result that
turned out to be contradictory to experience. He applied to the great
French philosopher Blaise Pascal (1623-1662), who managed to solve
the apparent paradox without much trouble. De Mere, who, according
to a letter from Pascal to Fermat (1601-1665), was very intelligent
but no mathematician, had observed that it is advantageous to bet
on at least one 6 in 4 throws with one die, but that it is disadvantageous
to bet on at least one occurrence of 6-6 in 24 throws with two dice.
Since there are 6 different throws with one die, and 6 x 6 = 36
throws with two dice, de Mere considered this to be in contradiction
to arithmetic, which shows that 4 and 6 are in the proportion of 24
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and 36. Hence, de Men~ started out with a correct division into
equally likely cases, but he assumed wrongly that a simple proportion
had to exist between the various numbers. With 4 throws with one die
there are 64 = 1296 equally likely cases, of which 54 = 625 are
unfavorable; hence 671 are favorable for throwing at least one 6.
Thus, the probability of this is 671/1296 = 0.5177. With 24 throws of
two dice the probability of at least one double 6 is equal to

3624 - 3524 (35)24
3624 = I - 36 = 1 - 0.5086 = 0.4914.

Hence, the first probability is actually slightly larger than 0.5 and
the second probability slightly smaller than 0.5, so that de Mere had
given evidence of very good observation.

From such questions put to Pascal, who communicated them in
correspondence with Fermat and Huygens, the theory of probability
arose. Christiaan Huygens (1629-1690), the great son of the Dutch
poet Constantijn Huygens, played an especially important part in the
development of the theory of probability through his Van Rekeningh in
Spelen van Geluck (On Calculations in Games of Chance), which
remained the only book on probability for half a century. As Bertrand
(1822-1900) puts it so strikingly in his beautifully written Calcul des
probabilitis, the great names of Pascal, Fermat, and Huygens adorn
the cradle of the theory of probability.

Even great mathematicians have made errors with regard to equal
likelihood. Far example, the French mathematician d'Alembert
(1717-1783) discussed the probability of throwing heads at least once
when tossing a coin twice. Here he distinguished three cases: tails
appears on the first toss and on the second toss; tails appears on the
first toss and heads on the second toss; heads appears on the first toss.
In the last case there is no second toss, so that no more than three
cases have to be distinguished. Of these, two are favorable, and for
this reason he determined the desired probability as 2/3. However, the
three cases are by no means equally likely. To obtain equally likely
cases, it is necessary to toss the coin again even when the first toss
results in heads, so that the third case splits into two: heads-tails and
heads-heads. Thus, we obtain four cases, and these are equally likely.
Of these, three are favorable, so that the probability of heads at least
once is really 3/4. We can also recognize this fact by imagining that
two coins are tossed simultaneously, and that we are seeking the
probability that at least one of these coins will come up heads.
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A misconception of a more general nature, which can, however,
also be considered as an incorrect judgment of equal likelihood, is
common even now among gamblers. This is the belief (in the coin­
tossing example) that when heads has appeared a number of times in
succession, the probability that tails will appear the next time is
increased. Even d'Alembert held this view, which, however, was
characterized as absurd by his contemporary Euler (1707-1783), one
of the greatest mathematicians who ever lived. And indeed it is
impossible to see how past results could have an influence on tosses
which have yet to be made. However those previous tosses have
turned out, heads and tails are equally likely cases again for each
succeeding toss.
133. Misleading exam.ple of an incorrect judgm.ent of equal
likelihood. An interesting case, in which one is easily inclined to
misjudge matters of equal likelihood, can be found in the above­
mentioned book by Bertrand. Three similar chests contain two drawers
each. Both drawers of chest A contain a gold coin, chest B has a silver
coin in both drawers, but chest C has a gold coin in one drawer and a
silver coin in the other. Someone who knows this, but who is unaware
of which chest contains the gold coins, which the silver, and so on,
opens a drawer and finds a silver coin in it. What is the probability
that the other drawer of the same chest contains a gold coin?

A drawer of chest B or of chest C has been opened. We are inclined
to consider both cases as equally likely, and hence to evaluate the
required probability as 1/2. However, the probability is 1/3, because
the three drawers with the silver coins represent equally likely cases,
and only one of these is favorable, namely, the drawer with the silver
coin in chest C. That the probability is 1/3 is particularly evident
from the fact that the problem reduces to the question: What is the
probability that chestC (the one with a gold and a silver coin) has been
opened? Initially, this probability is 1/3, and it remains 1/3 when a
drawer has been opened and a silver coin has been found in it,
because gold and silver coins are distributed in exactly the same way
over drawers and chests. Hence, someone who made a bet on chest C
will not rate his chances either better or worse after a silver coin has
been found in the drawer which was opened first.

At the same time, this example of Bertrand's shows us some of the
peculiarities of the concept ofprobability. In the first place, probability
is subjective, that is, it is different for one person from what it is for
another. A probability depends on our knowledge about factors that
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exert influence on the occurrence of the event. When our knowledge
of these factors is increased, this may change the probability. When
we have not yet seen the contents of the opened drawer, the proba­
bility that the chest is A is equal to 1/3, as is the probability that it is
B; however, when we have found a silver coin in the drawer, the
probability that it is A drops to 0, while the probability for B rises
to 2/3.

In the second place, the example shows that probability need not be
related to an event in the future, but that it may also refer to the past.
In the case discussed, it is already certain whether or not the event
(in the example, the placing of a gold coin in the other drawer of the
box) has occurred. However, as long as we are in the dark concerning
its occurrence, we can speak of the probability of the event in question.
The possibility ofreferring to the past is closely related to the subjective
nature of probability, for two persons provided with different data
about what has occurred will assign different values to the probability
of some particular result. This amounts to saying that cases that are
equally likely for one person need not be so for the other.

We shall illustrate this once more by considering the question of the
probability of throwing 10 with three dice; this probability is 1/8
(see §132). The probability is still 1/8 when the throw has taken
place, but no one has seen any of the dice. When someone has seen
one of the dice, and found it to show a spot number of 2, then for
him the probability of 10 from the three dice together is the same as
the probability of 8 from throwing two dice, which is 5/36, as can be
easily verified. When he sees another die, his estimate of the proba­
bility will either drop to 0 or increase to 1/6, depending on whether
that second die shows less than 2, or at least 2.

III. RULES FOR CALCULATING PROBABILITIES

134. Probability of either this or that; the addition rule. It
often happens that we seek the probability of occurrence of a certain
event which can come about in more than one way. To be more
concrete, we take two ways, which we shall call A and B, so that we
require the probability of either A or B. Suppose that a division has
been made into, say, 15 equally likely cases, 11 of which are favorable.
We further assume that of these II favorable cases, 4 belong to A and
7 to B. The probability for A is then 4/15, and that for B 7/15. The
probability for the event which consists of the occurrence of A or of B
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is Ilfl5, or 4/15 + 7/15. Hence, the probability of an event which
can come about in two ways, A and B, is equal to the sum of the
probabilities A and B. This is called the rule of total probability, or of
"either-or" probability. We also speak of the addition rule.

In the foregoing, there must be explicit assurance that the ways A
and B are mutually exclusive, so that it is not possible for the event to
come about in both ways simultaneously. Further, it is clear that the
rule can be extended to three and more ways. In that case, too, these
ways have to be mutually exclusive, since otherwise we would count
some favorable cases more than once, and thus find too large a value
for the required probability.

This shows that the probability of drawing from a pack of 52 cards
a heart or an honor (jack, queen, king, or ace) is not equal to 1/4 (the
probability of a heart) + 4/13 (the probability of an honor), which
would make it equal to 29/52, but smaller than this by 4152 (the
probability of an honor of hearts), and hence 25/52. This is a con­
sequence of the fact that the four cases in which the card drawn is both
a heart and an honor have been counted twice in the incorrect
calculation. A correct applicat~on of the rule of total probability is
obtained by writing for the required probability:

1/4 (probability of a heart) + 1/13 (probability of club honor) +
1/13 (probability of a diamond honor) + 1/13 (probability of a

spade honor) = 25/52,

or, alternatively, by writing this probability as:

4113 (honor) + 9/52 (heart, but not an honor) = 25/52.

As a second example, we take the case in which John and Peter
draw a card from a pack of 52, when hearts are trumps. First John
draws a card; it is the seven of diamonds. Then he replaces it, and
Peter draws a card. The probability that Peter will win is:

7/52 (probability of a higher diamond) + 1/4 (probability of a
trump) = 5/13.

The rule of total probability in itself is of little direct advantage, as
it is immaterial in practice whether (to stick to the last example) we
determine the number of favorable cases by adding the numbers for
both ways (hence as 7 + 13 = 20) before dividing the sum by 52,
or by dividing both numbers separately by 52, I before adding the
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quotients (which are the probabilities). However, in combination
with other rules of the theory of probability, the rule for the proba­
bility of" either this or that" is very useful.
135. Probability of both this and that; the product rule. When
an event consists of the occurrence of two events A and B, we speak ofa
compound event. The probability of this is called a compound
probability, or a "both-and" probability. For the compound event,
we assume that 30 equally likely cases are to be distinguished, II of
which are favorable to the event A. We further assume that among
these II cases favorable to A (which, after A has taken place, represent
the total number of possible cases for the event B), there are 5 cases
that are also favorable to B. The probability of A is then 11/30,
whereas, if A has taken place, the probability of B is equal to 5/11.
The probability of the compound event (A and B) is 5/30, equal to
11/30 x 5/11. Hence, the probability of an event which consists of
the occurrence of two events A and B is equal to the product of the
probabilities of A and B separately.

In applying this rule of compound probability, which is also called
the product rule, it may happen that the two events do not influence
each other. As an example of this we take two boxes, one with 3
white and 2 black balls, and one with 5 white and 4 black balls. From
each of these boxes a ball is drawn. The probability that both balls
are white is 3/5 x 5/9 = 1/3, since the probability that a white ball
will be drawn from the first box (event A) is 3/5, while the probability
that a white one will appear from the second box (event B) is 5/9.
When successive drawings are made from the first and the second box,
the probability of event B is not influenced by the occurrence or
non-occurrence of event A.

When event A does influence event B, the value which we must
take for the probability of event B (as appears from the derivation
of the rule we found) must be the value that it assumes after the
occurrence of event A. As an example we again take the two above­
mentioned boxes with white and black balls. From the first box, the
one containing 3 white and 2 black balls, we draw a ball; we put it in
the second box, shake up the balls, and draw a ball from the second
box. The probability that both balls drawn will be white is 3/5 x
6/10 = 9/25, since the second box, which initially contained 5 white
and 4 black balls, will contain 6 white and 4 black balls after receiving
from the first box a ball that is known to be white. Hence, the
probability that white will be drawn from the second box, if the first
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ball was white, has become equal to 6/10 as a result of the addition
of the first ball to the second box.

The probability of" both this and that" can also be applied to the
puzzle of the seven coins (see §§14 and 15) when we make someone
move coins along free lines at random. However, the result depends
on what cases are considered to be equally likely. When we take these
to be the still unoccupied vertices of the star, then the probability
that someone will succeed in placing the seven coins by accident is

1 222222 4. hI' fh
equa to "7 x 6 x 5" x 4 x 3 x 2 = 315' smce at t e p acmg 0 t e

second coin, 7 free vertices are left, 2 of which are correct; at the
placing of the third coin, 2 of the 6 free vertices then remaining are
correct, and so on. On the other hand, if we consider the remaining
free lines as equally likely cases (counting each free line for two cases,
since the line can be traversed in either direction), the probability

2222221
becomes much smaller, namely, 12 x 10 x 8 x 6 x 4 x 2 = 720'

The decision as to which of these two probabilities (both small) is the
better representation of the truth will depend on whether the problem
solver directs most of his attention to the vertices or the lines; he may,
perhaps, even pay attention sometimes to the vertices, and sometimes
to the lines, which would make the calculation of a probability
impossible.
136. Examples of dependent events. In the following example we
obtain an incorrect result by not paying attention to the dependence
of the events that are to occur simultaneously. We draw a ball from a
box containing sixteen balls numbered in sequence from I to 16.
The probability of an even number is 8/16 = 1/2, the probability of a
multiple of3 is 5fl6. However, the probability ofa multiple of6 (both

even and a multiple of 3) is not ~ x 1
5
6 = 3~' but l~ = ~,namelY the

probability of drawing the number 6 or the number 12 from the
sixteen balls. When we know that the number drawn is even, then the
probability ofa multiple of3 is no longer 5/16, but 2/8 = 1/4 (because
fewer multiples of 3 occur among the even numbers than among the

odd numbers); thus we find that the required probability is ~ x ~.

An example in which we are even more inclined to overlook the
dependence of the events is the following. Two equally skillful marks­
men, John and Peter, shoot at a target. John is allowed to fire one
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shot, and Peter two shots. The one who fires the best shot wins. How
great is John's probability of winning? We can safely assume that
John fires the first shot. The probability that Peter's first shot is worse
is 1/2. The probability that Peter's second shot is worse than John's
shot is also 1/2. Hence, the probability that Peter's shots are both
worse than John's shot, in other words, the probability that John

. . 1 I 1 H h' . . b hWIns, 1S 2 x 2 = 4' owever, t 1S argument 1S mcorrect, ecause t e

two events are not mutually independent. The fact that Peter's first
shot is worse than John's makes it probable that John has fired a good
shot and that therefore Peter's second shot will also be worse than
John's. Hence, in reality, John's probability is greater. It is 1/3, since
each of the three shots has the same probability of being the best, and
only one of these three equally likely cases is favorable to John. From
the probability 1/3 it appears further that, if Peter's first shot is worse
than John's, there is a probability of 2/3 that Peter's second shot will
also be worse than John's.
137. Maxbna and D1inbna of sequences of nUJnbers. Mistakes
like the one mentioned in the problem of the marksmen of §136 are
made repeatedly, and only recently this happened in connection with
a question of entirely the same kind. Suppose that a large number of
dice (10, say) are thrown a number of times in succession, and that
the various totals thrown are noted down; this gives a sequence of
numbers, for example: 41, 13, 37, 51, 15, and so on. What is the
probability that the fifth number of the sequence is a maximum,
that is, larger than the fourth number and larger than the sixth?
Here we disregard the possibility that two of these three numbers are
equal. Then we can argue as follows. The probability that the fourth
number is smaller than the fifth is 1/2; the probability that the sixth
number is smaller than the fifth is also 1/2. Hence, the probability
that both the fourth and sixth numbers are smaller than the fifth

number is ~ x ~ = {. Here, the same error is made as was made

above, with the marksmen. The actual probability that the fifth
number is a maximum, hence larger than the two adjacent numbers,
is 1/3, since the fourth, the fifth, and the sixth number each have the
same probability of being the largest of the three.

From the foregoing it appears that the 1/3 probability ofa maximum
also applies to other sequences of numbers that have arisen by chance,
such as (for example) the numbers which win the first prize in
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successive drawings of a national lottery, or successive numbers that
win in roulette. The probability we have determined leads us to expect
that about 1/3 of the numbers are local maxima, and also, of course,
that 1/3 ofthe numbers are local minima. In 6000 numbers it will occur
about 1000 times that 3 successive numbers are in ascending order,
and also about 1000 times that the three numbers are in descending
order, hence (for example) that numbers 27, 23, 9 appear successively.

These considerations are also of importance for sequences of
numbers that are governed partly by regularity, partly by chance,
such as (for example) the observed temperatures from a weather
bureau; here they help us decide whether observed fluctuations can
be ascribed to chance, or indicate a periodical regularity,
138. Extension to several events. As is the case with the sum rule,
the product rule can be extended to more than two events: A, B, C,
and D, say, If the probabilities of A, B, C, and Dare 1/3,2/5,3/4, and
2/3, respectively, then the probability of the coincidence of A, B, C,

, 1 2 3 2 I
and D IS equal to 3" x 5 x 4 x "3 = 15' If the events occur one after

the other in the order indicated, and if they exert influence on one
another, then for the probability of B we have to take the value it
assumes after A has taken place, for the probability of C the value it
assumes after A and B have occurred, and for the probability of D
the value it assumes after the occurrence of A, B, and C.

A frequently arising case is that in which the events that are to
coincide are mutually independent and all have the same probability.
The probability of the compound event is then a product of equal
factors, and hence a power of the simple probability.

As an example we take the case in which a die is thrown four times
in succession. The probability of four sixes is then (1/6)4 = 1/1296.
The probability of no six is (5/6)4 = 625/1296, so that the probability

f I . , I 625 671. §132 h' b b'l'o at east one SIX IS - 1296 = 1296; III t IS pro a Ilty was

found by directly counting the equally likely cases and the favorable
cases.

However, in somewhat more complex examples the use of the
product rule is a little more convenient. By these means we can often
avoid having to consider numbers ofcombinations, too. As an example
we take a box containing 12 white and 13 black balls. From it we draw
four balls, and seek the probability that they are all white. The
equally likely cases are the combinations of 12 + 13 = 25 balls in
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25 I 25 x 24 x 23 x 22
groups offour; the number of these is 4! x 21! 4!

(see §128). The favorable cases are the combinations of 12 white balls
in groups of four; the number of these is

l2!
4! x 8!

12 x 11 x 10 x 9
4!

H h . d b b·l· . 12 x 11 x 10 x 99 Thence, t e reqUire pro a Ilty IS 25 x 24 x 23 x 22 230· e

calculation becomes easier if we imagine that the four balls are drawn
one after the other, which obviously does not change the required
probability. Hence, the probability that the first ball is white is 12/25.
If it is white, then there are 24 balls left in the box, among which are
11 white balls. Hence, the probability that after drawing a white ball
the second ball is white, too, is 11/24. If this one is also white, the
probability that the third ball is again white is 10/23. After three
white balls, the probability of the fourth ball being white is 9/22.

H h . d b b·l· . 12 11 10 9 9
ence, t e reqUire pro a 1 Ity IS 25 x 24 x 23 x 22 = 230·

139. COlllbination of the SUIIl rule and product rule. In the
calculation of a probability, we usually have to apply both the sum
rule and the product rule. As an example we take two similar boxes
A and B. Box A contains 3 white and 4 black balls; box B contains 4
white and 5 black balls. Someone draws a ball at random from one
of the boxes. What is the probability that it is white? The probability
that he chooses box A is 1/2. Hence, the probability that he draws a

white ball that originates from box A is ~ x ~ = l~. Likewise, the

probability that he draws a white ball that originates from box B is

~ x ; = ~. So, according to the rule of the probability of" either this

or that," the probability of his drawing a white ball is l~ + ~ = 1
5
2
5
6.

In this problem, it is not possible to indicate equally likely cases.
The 16 balls in the two boxes do not represent equally likely cases,
because a ball from the box containing 7 balls has a larger probability
of being drawn than one from the box containing 9 balls. We can
obtain equally likely cases by modifying the problem to the effect
that both boxes contain the same number of balls, with 27 white and
36 black balls in A, and 28 white and 35 black balls in B. The
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proportion of white to black balls has not changed in either box, hence
the probability of drawing a white ball has not changed either. In the
modified problem, there are 2 x 63 = 126 equally likely cases (the
balls in the two boxes), of which 27 + 28 = 55 are favorable (the 55
white balls in the two boxes). This, too, leads to the probability 55/126.

The problem discussed in §132 (heads or tails), ofwhich an incorrect
solution was given by d'Alembert, can also be treated in a convincing
manner by using the sum rule and the product rule. The probability

f . h d 1 . .. 1 (1 1) 3.o tossmg ea s at east once m two tnes IS 2 + 2 x 2 = 4' smce

there is a probability 1/2 of tossing heads the first time, and a proba­

bility ~ x ~ of doing this on the second try only. The desired

probability can also be found from the fact that the complementary

chance (the probability of tails twice) is ~ x ~ = ~.

The foregoing can be extended to the case in which an event can
happen in several mutually exclusive ways. We then have to multiply
the probabilities of each of these ways by the probability that the
contingency in question (if operative) will bring about the event; to
get the required probability, we must add these products. For
example, the event may again be the drawing of a white ball, while
the ways in which this can occur can be from different boxes con­
taining white and black balls; the probability that a certain way (or
box) brings about the event will depend on the number of white and
black balls in that box.
140. More about maxilna and minima in a sequence of
numbers. The considerations of §137 were based on the assumption
that we can neglect the occurrence of equal numbers among three
successive numbers of a sequence that has been brought about by
chance. It is only under that assumption that there is a probability 1/3
of an arbitrary number of the sequence being a maximum, that is,
larger than the two adjacent numbers. The probability is no longer
equal to 1/3 when the numbers of the sequence can take on only a few
different values.

As an example we take the case in which the numbers of the
sequence are the spot numbers of successive throws with one die. We
then have to agree upon what is to be understood by a maximum, so
that, for example, we have to know whether the middle number of
4-4-3 should or should not be considered as a maximum.
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The probability that three successive throws with the die are equal,
hence that the second and the third throw are equal to the first, is
(1/6)2 = 1/36. The probability that the three throws are different,
hence that the second throw is different from the first, and the third

different from the first and the second throws, is ~ x : = ~. Hence,

the probability that two of the three throws are equal, without all

h b · 1· 1 1 5 5tree emg equa 1S - - - - = -., 36 9 12
Ifwe speak of a maximum in the sense that the middle throw is not

exceeded by either of the two adjacent throws, so that (for example)
the middle throw of 4-4-2 or 4-4-4 is to be reckoned a maximum,
then with three equal throws the probability that the middle throw is a
maximum is equal to 1. With three different throws that probability
is 1/3, as has been shown in §137. If two of the throws, but not all
three, are equal, the middle throw is certainly either a maximum or a
minimum; hence, the probability that it is a maximum is 1/2, since
obviously the probability of the middle throw being a maximum is as
large as that of its being a minimum. Hence, the probability that a
certain throw is a maximum, in the sense here attached to this, is

1 1 5 1 5 1 91 . 1 04213 h .36 x + 9 x 3 + 12 x '2 = 216' or approXimate y. ,t at 1S,

something greater than 1/3. The probability that the middle throw
is a minimum is, of course, also equal to 91/216.

We now take the case in which there are successive throws with one
die and a maximum is understood to be present only when the middle
throw is larger than the two adjacent throws. When two throws are
equal but not all three, then the probability that the odd throw is
the largest is 1/2, and the probability that the odd throw is the middle

one is 1/3; hence there is a probability ~ x ~ = ~ that the middle

throw is largest. Hence, the probability that a certain throw is a
maximum according to the last definition, is

(3~ x 0) + (~ x ~) + ((2 x ~) = :(6'
or approximately 0.2546, that is, something less than 1/3.
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IV. PROBABILITIES OF CAUSES

141. A posteriori probability: the quotient rule. As in §139, we
assume that an event can be brought about in several mutually
exclusive ways. These ways are also called causes; hence this word does
not quite have its usual meaning.

We assume that the event has occurred, but that we do not know
from which of the possible causes. In the example this means that a
white ball has been drawn, but that we do not know from which box
it came. We then might seek the probability that a certain cause has
been operating, or, in the example, the probability that the white
ball came from some definite box. This probability is called the
a posteriori probability of that cause. The a posteriori probability can
be found by using two ways to express the probability that the event
is brought about by the particular cause. In the first place, this
probability is the product of the a priori probability that the cause
will be operative, and the probability that the cause (if operative) will
give rise to the event. In the second place, the probability that the
event will be brought about by the particular cause is equal to the
product of the probability that the event will occur and the a posteriori
probability that it has been brought about by the particular cause.
This shows that after the occurrence of the event in question we have:

a posteriori probability of a certain cause =
a priori probability of the event (as a result of that cause)

total a priori probability of the event

This rule, which we shall call the quotient rule, is due to the English
mathematician Bayes (d. 1763), and so is called Bayes' rule. We also
speak of the rule of probabilities of causes.

As an illustration we take the two boxes of§139, box A containing 3
white and 4 black balls, and box B containing 4 white and 5 black
balls. The a priori probability that a white ball is drawn from box A is

~ x ~ = l~' The probability that a white ball is drawn irrespective of

the box is (as we found in §139) equal to 55/126. When a white ball
has been drawn, and we do not know from which box it came, then
the probability that the ball comes from box A is, according to the

. 3 55 27
quotIent rule, equal to 14 -;- 126 = 55'
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Bertrand's problem (§133) about the three chests A, B, and C, with
two drawers each, is also a problem of an a posteriori probability.
When we open a drawer ofone of the chests and find a silver coin in it,
then the causes through which the event can have been brought about
are the choice of chest B and the choice of chest C. The a priori
probabilities of Band C are both equal to 1/3. The probability that
cause B, if operative, brings about the event is I; the probability that
cause C, if operative, leads to finding a silver coin, is 1/2. Hence,

h .. b b·l· ffi d· ·1 .. 1 I 1 1 1tea pnon pro a 11ty 0 n mg a SI ver com 1S"3 x +"3 x 2 = 2;

this probability can also be found from the fact that the gold and silver
coins are distributed in the same way over both chests and drawers,
and that therefore there is as much chance of finding a silver coin as of
finding a gold coin. When a silver coin has been found in the drawer
opened first, then, according to the quotient rule, the probability
that the other drawer of the same chest contains a gold coin (hence,
the a posteriori probability that chest C has been chosen) is equal to

I 1 I
6+-2=:3"
142. Application of the quotient rule. A bridge pack (52 cards) is
distributed between John and Peter. From his pile of 26 cards, Peter
draws a card at random. Then John does the same with his own pile.
John wins ifhe draws a higher card of the same suit, and also when he
can trump, because (for example) Peter draws a diamond and John
draws a spade (when spades are trumps). Charles sees that John takes
the trick, but he did not see either of the two cards. What (to Charles)
is the probability that John has trumped a plain card of Peter's?

The a priori probability that John draws a card of the same suit as
Peter's is 12/51, because after Peter has drawn there are 12 cards of
the same suit as Peter's card among the 51 remaining cards; the
probability that it is higher is as large as the probability that it is
lower, hence the a priori probability that John draws a higher card

of the same suit is ~~ x ~ = I~. The probability that Peter does not

. 3 13 13
draw a trump card but John does IS 4 x 51 = 68. Hence, the total

probability that John will win is I~ + ~~ = ~~. Hence, when John

has won, the a posteriori probability that this has occurred through
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h . 1 . d' 13 21 13
Jo n trumpmg a p am car IS 68 -;- 68 = 21'

143. Another application. Another application is the following. A
box contains 100 balls, some white, some black, possibly all white or
all black. We assume that all assortments have the same probability,
namely 1/101, because a number has been drawn at random from the
101 numbers 0,1,2, ... ,100 to determine the number of white balls
to be put in the box. When we draw a ball from the box, we get a box
containing 99 balls, with the same probability for all assortments,
namely 1/100, since a box with, say, 37 white and 62 black balls can
have arisen from drawing a white ball from a box containing 38 white
and 62 black balls, but also by drawing a black ball from a box
containing 37 white and 63 black balls. So the probability that 37
white and 62 black balls remain in the box is

(
1 38 ) (1 63 ) 1

TOT x 100 + TOT x 100 = 100;

any other assortment obviously leads to the same probability.
The result found can be applied repeatedly. If we draw another

ball, 98 balls remain in the box, and all assortments have the same
probability, namely 1/99. If we draw 20 balls from the box, all
assortments of the 80 remaining balls still have the same probability;
this is then equal to I /81. Since the balls drawn and the balls remaining
in the box play the same role, the assortments of the 20 balls drawn
also all have the same probability, namely 1/21.

We draw 20 balls at random from the box. They turn out to be all
white. Now we draw one more ball, without having put back the 20
balls in the box, and seek the probability that the twenty-first ball is
white again.

The situation can be interpreted like this: a draw of 21 balls has
been made. As long as we have not seen the color of the balls, all
assortments have the same probability; hence there is a probability of
1/22 that they are all white. The probability that the 20 balls drawn
first are all white is 1/21. This can have 2 causes, namely: there is one
black ball among the 21 balls, and there is no black ball among the
21 balls. The a priori probability of the latter event is 1/22, hence the

a posteriori probability of 21 white balls is 2~ -;- 2\ = ~~ = I - 2
12'

Hence the sought-for probability is I - 2~' It turns out to be inde-



PROBABILITIES OF CAUSES 179

pendent of the number of balls originally in the box, provided all
assortments have the same probability, and the balls drawn are not
replaced. When we draw 33 balls, and they are all white, then the

probability that the thirty-fourth ball is also white is ~: = I - 3
1
5;

with 47 balls drawn the probability becomes I - 4~' and so on. These

results also hold, of course, but then approximately only, when we do
replace the balls drawn, provided the number of balls in the box is
very large compared with the number of balls drawn.

These results have been applied in situations like the following: On
the way to work, you meet the same person 20 days in succession. The
probability that when going to work the next day you will again meet
that person is 21/22. However, it remains very doubtful whether the
assumptions that have led to this probability are to any extent
justified here.

More doubtful still is the application that was once made to the
question: What is the probability that the sun will rise tomorrow?
One can certainly say that the sun has risen for millions of successive
days (about 27 centuries), since an event as striking as the sun not
rising would certainly have been recorded. Application of our result
would lead to a probability 1/106 of the sun not rising tomorrow. In
reality, however, this probability is very much smaller, because here
we are not concerned with an event that depends on chance, but with
a phenomenon which occurs according to fixed laws that are accurately
known by us. On the other hand, in this way we may perhaps find
too large a value for the probability that the sun will rise tomorrow.
If a traveller visits the polar regions, and observes that every day the
sun attains a lower point above the horizon, then on a day when the
sun has just been barely visible he will set the probability that he will
see the sun the next day at a value much smaller than 31/32 if he has
seen the sun rise in the polar region for 30 successive days, say. A
pattern is observed here, and it makes no sense at all to apply formulae
that have been derived from cases where such a pattern is absent and
where everything depends on chance.



Chapter VIII:
SOME APPLICATIONS OF THE
THEORY OF PROBABILITY

I. VARIOUS QUESTIONS ON PROBABILITIES

144. Shrewd prisoner. Long ago a prisoner was to be executed. In
response to his supplications, he was promised that he would be
released if he drew a white ball from one of two similar urns. The
provisions were that he had to distribute 50 white and 50 black balls
between the two urns, in any way he liked, after which he had to draw
a ball at random from one of these urns. The story goes that he drew
a white ball and was released.

How did the prisoner arrange to make his chance of success as great
as possible? Ifhe had put equal numbers ofwhite balls and black balls
into one of the urns, so that the other urn also contained as many
white balls as black balls, then his probability of drawing white would
obviously have been 1/2. Therefore, he put more white balls than
black balls in urn A, and more black balls than white balls in urn B.
If he were unlucky and chose urn B, then the probability of drawing
white from it would be less than 1/2. He made this probability less
than 1/2 by as little as possible by making the number of black balls
in B only one more than the number of white balls, and also by
putting as many balls as possible in urn B, hence 49 white balls and
50 black balls. He put the remaining white ball in A, and by so doing
he increased his probability to certainty if he had the luck to choose
urn A. In this manner his probability of success became

1 1 49 74
2" x 1 + 2" x 99 = 99'

hence a little less than 3/4.
His prospects would have been still better ifhe had been allowed to

distribute 100 balls among four urns, say. He would then have put a
single white ball in each of three of the urns, and the remaining 97
balls in the fourth urn. His chance would then have been

1 1 1 1 47 169
4 x 1 + 4 x 1 + 4 x 1 + 4 x 97 = 194'

180
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which is a little less than 7/8. With four urns and a larger number of
balls (1000 white and 1000 black balls, say) his chance would have
been still closer to 7/8.
145. GalDe ofkasje. This dice game, which is very popular, is played
with three dice by two players, John and Peter. Winning throws
are 4-1-1, 4-1-2, 4-1-3, 4-1-4, 4-1-5, and 4-1-6, called kasje 1,
kasje 2, and so on; kasje 5 is a better throw than kasje 3, and so on. A
kasje need not be made in 1 throw: the player is also allowed to do it
in two or in three throws. If he does not throw a 4 the first time, he
continues to throw with three dice. Ifhe gets a 4 on the first or second
throw, but not a 1, he leaves the 4 (or one of the fours) and throws
once more with the other two dice. If he has obtained a 4 and a 1 on
the first or second throw, he is allowed to throw once more with the
third die, in the hope of thus improving his throw; however, he is also
allowed to abandon the next throw, and leave the position as it is. In
addition, there is the stipulation that the throw 4-4-4, provided it is
obtained when the dice are first thrown, is higher than all other
throws, hence even higher than kasje 6.

First,John makes one, two, or three throws, after which it is Peter's
turn. The player who has managed to attain the higher throw wins.
In the case of two equal throws the whole procedure is repeated. The
throws are also equal when both players have nothing. By "nothing"
we mean that there was no first throw of 4-4-4 and that three throws
have given neither player a combination 4-1.

In view of the choice of stopping or continuing after obtaining 4-1
at an early stage, a player can exercise some degree of judgement in
this game. IfJohn has obtained 4-1-1 before his third throw, then of
course he throws once more (with one die), because by so doing he
cannot lower his throw, whereas he does have the possibility of
improving it. Also with 4-1-2 or 4-1-3 (from the first or second throw)
John is well-advised to throw once more with the third die, since with
4-1-3 he has the probability 1/2 of improving his throw, the proba­
bility 1/3 of lowering it, and the probability 1/6 of leaving his throw
unchanged. With 4-1-4 from the second throw, and always with
4-1-5, John should stop.

With 4-1-4 from the first throw, John is well-advised to continue
to throw. For, ifhe throws 1,2, or 3 with his odd die, he is allowed to
throw that die again. Therefore, John's probability of a final result
lower than 4-1-4 (which arises only when he throws 3 or lower twice
in succession, because on 4-1-4 in two throws he stops) is equal to
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Gf 4' Hence, John has a probability of ~ for a final result 4-1-4

or higher, since he has a probability of~ for each of the results 4-1-4,

4-1-5, and 4-1-6 separately. Hence, by continuing to throw when he
has 4-1-4 from his first throw, John has a probability of t to improve
his holding and a probability of only t to lower it. Hence, it is quite
advantageous in this case to continue to throw.

Peter, who throws last, has an easier game, because he is in a better
position to judge whether or not he should continue with some
particular kasje. Peter stops when he is higher than John, and con­
tinues (if this is still possible) as long as his result is lower. If Peter is
level with John before his third throw, then he continues to throw with
4-1-3 or less, and also with 4-1-4 on the first throw; in the remaining
cases he stops, because then he has a draw already, and a larger
probability of losing than of winning if he were to continue. In view
of all this, Peter has a slightly larger probability of winning than John
has. Therefore John and Peter should take turns to begin when the
game is played a number of times in succession.
*146. Simplification of the gam.e of kasje. In calculating the
probability of winning, we shall assume for the sake of simplicity that
each of the players is allowed to throw only twice at the most. As
before, the player who throws first is assumed to be John.

John's probabilities on the first throw (as can readily be shown by
counting favorable cases) are 4-4-4: probability 1/216; 4-1-1 and
4-1-4: probability 1/72 each; 4-1-2, 4-1-3, 4-1-5, and 4-1-6:
probability 1/36 each; no 4: probability 125/216; a 4, no 1, and not
4-4-4: probability 5/18.

The simplest way to find the probability of no 4 is to derive it in the
form (5/6)3, and for the final case the last probability (5/18) is found
most simply from the fact that the sum of all probabilities is equal to 1.
We assume that with 4-1-3 or less, John continues to throw, but that
he refrains when he has 4-1-4 or higher. When he throws again after
4-1-1, 4-1-2, or 4-1-3, his probabilities of 4-1-1, 4-1-2, 4-1-3,
4-1-4,4-1-5, and 4-1-6 all become equal to 1/6. With a 4, no 1, and
not 4-4-4, John throws once more with two dice. By so doing, his
probabilities become: for 4-1-1, probability 1/36; for 4-1-2,4-1-3,
4-1-4,4-1-5 and 4-1-6,1/18 each; for a "nothing," 25/36.

With no 4, John throws once more with the three dice, and so his
probabilities become: for 4-1-1 and 4-1-4, probability 1/72 each;



VARIOUS Q.UESTIONS ON PROBABILITIES

for 4-1-2,4-1-3,4-1-5,4-1-6,1/36 each; for nothing, 31/36.
Hence, the total probability that John will get 4-1-1 is:

1 1 1 1 1 1 5 1 125 1
72 x 6 + 36 x 6 + 36 x 6 + 18 x 36 + 216 x 72

425
= 1552 = 0.02733.

John's total probability of 4-1-2, equally that of 4-1-3, is:

1 1 1 1 1 1 5 1 125 1
72 x 6 + 36 x 6 + 36 x 6 + 18 x 18 + 216 x 36

335
= 7776 = 0.04308.

John's total probability of 4-1-4 is:

1 1 1 1 1 1 1 5 1 125 1
72 x 6 + 72 + 36 x 6 + 36 x 6 + 18 x 18 + 216 x 72

761
= 15552 = 0.04893.

John's total probability of 4-1-5, and equally of 4-1-6, is:

1 1 1 1 1 1 1 5 1 125 1
72 x 6 + 36 x 6 + 36 x 6 + 36 + 18 x 18 + 216 x 36

551
= 7776 = 0.07086.

183

In addition, John still has a probability 1/216 = 0.00463 of
obtaining 4-4-4. His probability of nothing is

5 25 125 31 5375
18 x 36 + 216 x 36 = 7776 = 0.69123.

Naturally the sum of these probabilities is equal to 1.
Now it is Peter's turn. The probabilities printed above in boldface

apply for his throws also. IfJohn has obtained nothing, Peter has the
probability 0.69123 to draw, the probability 0 for a loss, and hence the
probability 0.30877 of a win.

IfJohn has obtained 4-1-1, Peter does not throw again with 4-1-2,
and his probability of drawing is

1 1 5 1 125 1 281
72 x 6 + 18 x 36 + 216 x 72 = 15552 = 0.01807,
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his probability oflosing is 0.69123, hence his probability ofwinning is
0.29070.

IfJohn has obtained 4-1-2, Peter continues to throw with 4-1-2,
but does not with 4-1-3 and his chances are:

to draw:

1 1 1 1 5 1 125 1 299
72 x 6 + 36 x 6 + 18 x 18 + 216 x 36 = 7776 = 0.03845,

to lose:

1 1 1 1 5 13 125 63 3701
72 x 6 + 36 x 6 + 18 x 18 + 216 x 72 = 5184 = 0.71393,

hence his chance of winning is 0.24762.
If John has obtained 4-1-3, then Peter, who throws again with

4-1-3, but not with 4-1-4, has a probability 0.04308 ofa draw and a
probability

2 5 14 125 65
x 6 + 18 x 18 + 216 x 72

11845
= 15552 = 0.76164

oflosing, hence a probability 0.19528 of winning.
If John has obtained 4-1-4, Peter, who does not continue with

4-1-4, has a probability 0.04893 of drawing and a probability

I 3 I 3 I 3 5 15 125 67
72 x 6 + 36 x 6 + 36 x 6 + 18 x 18 + 216 x 72

12515
= 15552 = 0.80472

of losing, hence a probability 0.14635 of winning.
IfJohn has obtained 4-1-5, then Peter, who continues with 4-1-4,

but not with 4-1-5, has a probability

111111 I I 15
72 x 6 + 72 x 6 + 36 x 6 + 36 x 6 + 36 + 18 x 18 +

125 1 569
216 x 36 = 7776 = 0.07317

of drawing, a probability
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1 4 1 4 1 4 1 4 5 16 125 34
72 x 6 + 72 x 6 + 36 x 6 + 36 x 6 + 18 x 18 + 216 x 36

3301
= 3888 = 0.84902

of losing, and a probability 0.07780 of winning.
IfJohn has obtained 4-1-6, Peter has a probability

of losing, a probability 1/216 = 0.00463 of winning, and hence a
probability 0.07780 of drawing.

If John has obtained 4-4-4, Peter has a probability 0.00463 of
drawing, a probability 0.99537 of losing, and a probability 0 of
winning.

Hence the total probability that Peter will win is

0.69123 x 0.30877 + 0.02733 x 0.29070 + 0.04308 x 0.24762
+ 0.04308 x 0.19528 + 0.04893 x 0.14635

+ 0.07086 x 0.07780 + 0.07086 x 0.00463 = 0.25346.

The total probability that Peter will lose is:

0.02733 x 0.69123 + 0.04308 x 0.71393 + 0.04308 x 0.76164
+ 0.04893 x 0.80472 + 0.07086 x 0.84902

+ 0.07086 x 0.91757 + 0.00463 x 0.99537 = 0.25162.
Hence, the total probability that Peter will win is in fact slightly

larger than the probability that he will lose. The probability of a draw
is 0.49492.

In view of the fact that a high throw by John compels Peter to aim
for a high result when he continues to throw, the question arises
whether it is perhaps more advantageous for John (who begins) to
continue to throw when he obtains 4-1-4 from his first throw. To
settle this point, we have to repeat the foregoing computation assuming
this new strategy is used by John. However, the various probabilities
undergo slight changes only, so that it is not necessary to do the whole
computation over again. The total probability that John will obtain

4-1-1 now becomes larger by /2 x ~ = 4~2 = 0.00231, as do John's
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probabilities for obtaining 4-1-2, 4-1-3, 4-1-5, and 4-1-6. However,
the probability that John will obtain 4-1-4 is diminished by 5/432 =
0.01157. As a result, Peter's probability of winning is increased by

0.00231 x (0.29070 + 0.24762 + 0.19528 + 0.07780 + 0.00463
- 5 x 0.14635) = 0.00231 x 0.08428 = 0.000195.

On the other hand, the probability that Peter will lose is diminished
by

0.00231 x (5 x 0.80472 - 0.69123 - 0.71393 - 0.76164
- 0.84902 - 0.91757) = 0.00231 x 0.09021 = 0.000209,

so that the probability of a draw is increased by 0.000014. Hence, it is
slightly better for John to stop with 4-1-4 on his first throw (with our
assumption that only two throws are allowed), although the difference
in probability is insignificant.

A similar computation shows that when John stops with 4-1-3 on
the first throw, his probability of winning decreases by 0.0007~, and
his probability of losing increases by 0.00097, so that the probability
of a draw decreases by 0.00019. Here the disadvantage to John is
larger than when he continues to throw with 4-1-4, as was to be
expected without computation. Considered in isolation, stopping at
4-1-3 seems to be disadvantageous in the same way as continuing
to throw with 4-1-4. However, because Peter takes note of John's
throw and of the possible need to aim for a high result, the disadvantage
to John of stopping at 4-1-3 is increased, and the disadvantage of
continuing with 4-1-4 is diminished.
147. Poker dice. This is another popular game with dice, somewhat
similar to the game of kasje but rather more complicated, which
offers a smaller probability of a draw. This game requires five dice,
which have faces bearing 9, 10, jack, queen, king, ace (derived from
the pack ofcards). The five dice are thrown successively by two players,
John and Peter; the winner is the one who makes the higher throw.
In the case of equal throws (a draw), there is a fresh start. The
winning throws, in descending order are: five of a kind, four of a kind,
a full house (three of one kind plus two of another kind), a big straight
(lO,j, q, k, a), a little straight (9, 10, j, q, k), three ofa kind, two pairs,
one pair (or two of a kind).

If no such combination is thrown (the throw being 9, 10, j, q, a or
9, 10, j, k, a or 9, 10, q, k, a or 9, j, q, k, a), the player has nothing;
the throw (called a bust, or a broken straight) then ranks as the
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lowest possible, and can lead to a draw at the best. As for five ofa kind,
five aces beats five kings, five kings beats five queens, and so on. With
four of a kind, four aces is the highest; here the fifth die plays no role,
nor do the other two dice with three of a kind, the fifth die with two
pairs, and the other three dice with one pair. If both players have a
full house, the one with the higher three of a kind wins; if these are
the same, the higher pair decides. If John and Peter both have two
pairs, the one with the highest pair wins; if they both have the same
highest pair, then the lowest pair decides, so that two kings plus two
jacks beats two kings plus two tens. With three of a kind or a pair the
higher value wins.

As in the game of kasje, it is not necessary to achieve the result in
one throw. If John throws first, he is allowed to make three throws
at most, al.d at each throw he can leave as many dice on the table
as he chooses; he is also free to choose which dice he leaves, and he
is also allowed to make a fresh throw with all five dice. The same is
true for Peter, with the additional condition that he is not allowed
to make more throws than John. Hence, ifJohn obtains a somewhat
high throw the first time, and stops, then Peter in his turn is allowed
to make only one throw; so if John's first throw is on the high side,
his wise course is not to try to improve it by continuing to throw, but
to stop, and thus deny Peter the chance of making more throws.

In contrast to the situation for the game of kasje, which has no
restriction on the number of Peter's throws, it is difficult to tell
whether poker dice gives an advantage to John, who begins, or to
Peter. Peter again has the advantage that he is in a better position to
decide whether to continue to throw or not, while John now has the
advantage that he can prevent Peter from continuing to throw. An
extremely laborious computation would be required to determine
which of these advantages tips the scale. It seems likely that John's
chances and Peter's are more or less equal.
148. Probabilities in poker dice. In the game of§147, the proba­
bilities for the result of the first throw can be easily calculated. Since
six different throws are possible with one die, the number of possible
throws with five dice is 65 = 7776. To compute the probability of a
certain throw, all that remains to be done is to determine the number
of favorable cases. Thus, two aces, two kings, and a jack counts as

2' 5! 2' = 30 cases, the number of permutations of five objects
. x .

among which are two pairs of equivalent objects (see §129). Further,
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d k· 5! 10 hthree aces an two mgs counts as 3! x 2! = cases, t e number of

permutations of five objects among which there are three equivalent
objects of one type and two equivalent objects of another type.

The probability of five aces is 1/7776. This is also the probability
of five kings, five queens, and so on. The total probability of five of a
kind is six times this value, hence 1/1296 = 0.00077.

The probability of four aces (and also that offour kings, and so on)
is 25/7776, since the fifth die can have 9, 10, jack, queen, or king, and
can also be any of the five dice, so that there are 5 x 5 = 25 favorable
cases. The total probability of four of a kind is again six times as large,
hence 25/1296 = 0.01929.

The probability of three aces and two kings is 10/7776 = 5/3888.
The total probability of a full house is 6 x 5 times as large, hence
25/648 = 0.03858.

The probability of a big straight is 5 !/65 = 5/324, which is also the
probability of a little straight. Hence the probability of a straight is
5/162 = 0.03086.

With three aces, the remaining two dice can still fall in 2 I 5! 3 I = 10
. x .

ways, while the three aces and the other two values can also be
distributed in 5 !/3! = 20 ways among the five dice. Hence, the
number of favorable cases is 10 x 20 = 200, so that the probability
of three aces is 200/7776 = 25/972. The total probability of three ofa
kind is six times as large, hence 25/162 = 0.15432.

The probability of two aces and two kings is 120/7776 = 5/324. The
total probability of two pairs is 15 times as large, hence 25/108 =
0.23148.

Th b b·l· f . 10 x 60 25 h h 1e pro a Ilty 0 two aces IS 7776 324' ence t e tota

probability of one pair is 25/54 = 0.46296.

The probability of a bust is 47;7~! = :1 = 0.06172.

The fact that the sum of all these probabilities is equal to 1 can
serve as a check.

The probability of a throw which allows a possible win is 1 ­
0.06172 = 0.93828. Since even at the first throw there is little proba­
bility of getting a bust, and since there are 71 different throws by
which one can win, the probability of a draw is extremely small in this
game.
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From the probabilities stated it appears that at the first throw there
is a probability 0.44572 of throwing lower than two aces and a
probability 0.47532 of throwing higher than two aces. From this it
appears that for John, who begins, it is not advantageous to stop at
two aces. Hence, after two aces at the first throw, he throws the other
three dice again, as a result of which he has a probability 13/18 =
0.72222 to improve this throw, made up of a 5/18 probability of two
pairs, a 5/18 probability of three aces, a 5/216 probability of two aces
plus three of a kind, a 5/72 probability of three aces plus two of a kind,
a 5/72 probability of four aces, and a 1/216 probability of five aces. If
he obtains three aces or better, he stops; otherwise he throws once
more. If John throws higher than two aces on his first throw, he is
well-advised to stop, because then Peter is allowed to throw only once,
and therefore the probability that he will throw lower than John is
greater than the probability that he will throw higher.

IfJohn has a bust on his first throw, he will have thrown a single
ace. The best thing he can then do is to leave the ace and to throw the
other four dice again. With three aces or better he should stop,
whereas otherwise he does better to make the third throw.

Peter, who has seen John's throw, has of course a different basis for
deciding whether to continue to throw or not, and for choosing which
dice he leaves. Here he takes note ofJohn's result. If this is (say) four
tens (in two throws), and if Peter throws two nines on his first throw,
he does not leave the nines (as he would indeed do, if John had, for
instance, two tens) because if he leaves the nines he can avert a loss
only by throwing five nines, when he must throw three nines with the
other three dice, the probability of which is 1/216. If Peter throws all
five dice on his second throw, he has the larger probability 53/3888
of better than four tens and, besides, the probability 25/7776 of a
draw. It is still more advantageous for Peter to leave one die that shows
higher than a 10; he then has the probability 1/54 of better than four
tens, and besides, the probability 1/1296 of a draw.

II. PROBABILITIES IN BRIDGE

149. Probability ofa given distribution of the cards. In playing
bridge, South, who plays the hand, sees 26 of the 52 cards: the 13 cards
in his hand, and 13 cards on the table. For any given suit (trumps,
say) he knows how many cards East and West have between them.
Supposing there are 5 such cards, he may wonder: What is the
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x 10 13
x 22 = 92 = 0.14130.

probability that these 5 cards are distributed 2-3, what is the
probability of 1-4, and what is the probability of 0-5? It is assumed
that the bidding has not provided South with any information on this
point, and that no card has as yet been played.

The number of ways in which the 26 cards which are concealed
from South can be distributed between East and West is, according

to §129, equal to 13!2~!13! (the number of equally likely cases). If

East and West between them have 5 cards of a certain suit, then these

can be distributed between East and West in 3' 5! 2' ways; the
. x .

remaining 21 cards of East and West, of which East has 11 cards and

West 10, can be distributed in 11 !2~! 1O! ways. Hence, the total

number of ways in which the cards can be distributed between East
and West in such a way that East has 2 of these 5 cards, and West 3,

. I 5! 21! Th" h b f r bl
IS equa to 2! x 3! x 11! x lOr IS IS t enum ero cases lavora e

to the assumption that East has 2 and West has 3. Hence the
probability of this is

5! 21! 26!
2! x 3! x II! x 10! -;-. 13! x 13!

= 5 x 4 x 13 x 12 x 13 x 12 x 11 = ~ = 0.33913
2 26 x 25 x 24 x 23 x 22 115

This is also the probability of 3 with East and 2 with West.
In a similar fashion we find for the probability of I with East and 4

with.West (also the probability of 4 with East and I with West):

5! 21! 26!
I! x 4! x 12! x 9! -;-. 13! x 13!

= 5 x 13 x 13 x 12 x II
26 x 25 x 24 x 23

The probability that the 5 cards are all with West (also the
probability that East has them all) is:

21! 26!
13! x 8! ~ 13! x 13!

13 x 12 x II x 10 x 9
26 x 25 x 24 x 23 x 22

9
= 460 = 0.01957.
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The fact that the sum of these probabilities is equal to 1 can serve
as a check.

Likewise we find a value for the probability that, of 8 given cards,
East has 4 and West 4 cards:

8' 18! 26!
4! x 4! x 9! x 9! -:- 13! x 13!

8 x 7 x 6 x 5 13 x 12 x 11 x 10 x 13 x 12 x 11 x 10
4 x 3 x 2 x 26 x 25 x 24 x 23 x 22 x 21 x 20 x 19

143
= 437 = 0.32723.

In this way we compute Table 6 which gives the probabilities of
the various possible distributions of known totals 2, 3, 4, ... , 13 cards
(of one suit) between East and West. Not all these probabilities are
of importance in bridge, but since it is difficult to draw a dividing line
between cases of frequent occurrence and cases which hardly ever
arise, we have included all cases for the sake of completeness.

Each (horizontal) row of this table corresponds to some number of
cards that East and West hold between them; this number has been

TABLE 6

2

3

4

5

6

7

8

9

10

11

12

13

0.24 0.52 0.24

0.11 0.39 0.39 0.11

0.04783 0.24870 0.40696 0.24870 0.04783

0.01957 0.14130 0.33913 0.33913 0.14130 0.01957

0.00745 0.07267 0.24224 0.35528 0.24224 0.07267 0.00745

0.00261 0.03391 0.15261 0.31087 0.31087 0.15261 0.03391

0.00082 0.01428 0.08568 0.23561 0.32723 0.23561 0.08568

0.00023 0.00535 0.04284 0.15707 0.29451 0.29451 0.15707

0.00005 0.00175 0.01890 0.09239 0.23098 0.31183 0.23098

0.00001 0.00048 0.00722 0.04764 0.15880 0.28585 0.28585

0.00000 0.00010 0.00231 0.02117 0.09528 0.22868 0.30490

0.00000 0.00002 0.00058 0.00786 0.04915 0.15926 0.28312

o 2 3 4 5 6
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indicated to the left of the row. Each (vertical) column refers to the
case in which a certain number of these cards (which has been
indicated at the bottom of the column) is held by East. In the com­
partment corresponding to a given row and a given column, the
probability of the associated distribution is given.

Thus we see from the table that when East and West have between
them 8 cards of a certain suit, the probability of East having 3 and
West 5 of these cards is then 0.23561; this is also the probability that
5 of these cards are held by East and the remaining 3 by West, so that
the probability of a 3-5 distribution is 2 x 0.23561 = 0.47122.
Further, we read from the table (for example) that the probability
of a 3-3 distribution for 6 outstanding cards is equal to 0.35528. With
2, 4, 8, 10, or 12 outstanding cards, the probability of an equal
division between East and West is equal to 0.52, 0.40696, 0.32723,
0.31183,0.30490, respectively; as was to be expected, the probability
of an equal division decreases as the number of outstanding cards
increases.
150. A posteriori probability of a certain distribution of the
cards. We take the case that East and West have 7 low diamonds
(some other suit being trumps), and that West begins by leading a
diamond. Further we assume that no conclusion can be drawn from
this lead (to avoid the consideration of details peculiar to the game,
which cannot well be brought into a calculation of probabilities). If
East has followed suit, the probability for South that the 7 cards are
distributed 3-4 is no longer 0.62174, which it was before West's lead.
The a priori probability that East and West can both follow suit in
diamonds is 0.06782 + 0.30522 + 0.62174 = 0.99478 (which can
also be found as 1 - 2 x 0.00261). When, from the course of the first
trick, this has become certainty, then for South (according to the
quotient rule on the a posteriori probability) the probability that
East originally held 3 and West 4 of the cards has become:

0.31087
0.99478 = 0.31250;

for South, the total probability of a 3-4 distribution after the first
trick is thus 2 x 0.3125 = 0.625. This result implies that the
probability of a 0-7 distribution has dropped to 0, and that the ratios
of the other probabilities remain unchanged.

If diamonds are played to the second trick also, and if East and
West follow suit (the a priori probability of ~hich is 0.30522 +



PROBABILITIES IN BRIDGE 193

0.62174 = 0.92696), then for South the probability of an initial 3-4
distribution with East holding 3 cards, and West 4, say, increases to

0.31087 033537 A . b bOI·· dOd h0.92696 =. . gam, some pro a 1 ltles rop to ,an t e

ratios of the other probabilities remain unchanged.
If East and West follow suit in the third trick of diamonds, the total

probability of an initial 3-4 distribution increases to I, that is, to
certainty.

In Table 7 various probabilities of this kind have been assembled.

TABLE 7

4

5

6

7

8

9

0.27500 0.45000 0.27500 0

0.14706 0.35294 0.35294 0.14706

0.07377 0.24590 0.36025 0.24590
0 0.28846 0.42307 0.28846

0.03409 0.15340 0.31250 0.31250
0 0.16463 0.33537 0.33537

0.01430 0.08582 0.23600 0.32777
0 0.08835 0.24295 0.33742
0 0 0.29509 0.40984

0.00535 0.04286 0.15714 0.29465
0 0.04332 0.15884 0.29783
0 0 0.17391 0.32609

after 1 trick

after 1 trick

after 1 trick
after 2 tricks

after 1 trick
after 2 tricks

after 1 trick
after 2 tricks
after 3 tricks

after 1 trick
after 2 tricks
after 3 tricks

2 3 4

Each (horizontal) row refers to the number of cards that East and
West held between them originally; this number has been indicated
to the left of the row. Each (vertical) column refers to the number of
cards held by East originally; this has been indicated at the bottom
of the column. For the rest, the construction of the table speaks for
itself.

In Table 8 the various probabilities have been grouped differently.
The numbers at the left indicate the numbers of cards of the suit in
question that remain with East and West after East and West have
both followed suit in the first 0, 1, 2, etc. tricks (of that suit). For
example, if originally 12 diamonds are held by East and West, and if
there have been four tricks of diamonds in which both East and West
followed suit, then for South the probability that East holds none of
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the four diamonds then outstanding is equal to 0.1, and the probability
that East has one of these four diamonds is equal to 0.24.

These probabilities can also be applied to the distribution of the
trump cards held by East and West after the leader has won one of
the first tricks in another suit. If East and West have followed suit
in these tricks, this will have an extremely small influence on the
probabilities of the various distributions of the trumps, so small that
it can safely be left out of consideration. Indeed, we have to do this if
we want to avoid a mass of complications, not all of which can be
treated by the theory of probability.
151. Probabilities in finessing. Ifa player wants to extract trumps,
and has at his disposal all the high trumps except the king, he has the
choice either of leading the ace in the hope that the king will drop, or
of finessing the king.

Suppose that the dummy has won one of the first tricks and that the
declarer (South) has the ace and queen of trumps, while the dummy
has only small trumps. From the dummy South now plays a small
trump, which East will cover with the king only ifhe has the king as a
singleton. We assume that East follows suit but does not play the king,
and we seek the probabilities that East has the king, and that West has
the singleton king.

If East and West originally held two trumps between them (the
king and a small one), it becomes evident from East's playing that he
originally held either the king and a small trump (the a priori
probability of which, according to Table 6, is equal to 0.24), or just a
single small trump (a priori probability 1/2 x 0.52 = 0.26), since with
an equal division of the outstanding trumps between East and West,
there is the same probability that the king is with East or with West;
after East plays a small trump, both probabilities are increased in the
same proportion (doubled, actually), so that the probability that
West has the king remains the larger one, although the difference in
probability is small.

Things are different when the opponents hold the king and two
small trumps. After East plays a small trump the following possibilities
remain: East originally held the king of trumps and two small trumps
(probability 0.11); East originally held two small trumps (probability
1/3 x 0.39 = 0.13); East originally held the kingoftrumps and a small
trump (probability 2/3 x 0.39 = 0.26); East originally held one small
trump only (probability 2/3 x 0.39 = 0.26).

The stated probabilities are to be taken as a priori probabilities;
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TABLE 8

after 0 tricks
after 1 trick
after 2 tricks
after 3 tricks

after 0 tricks
after 1 trick
after 2 tricks
after 3 tricks
after 4 tricks
after 5 tricks

after 0 tricks
after 1 trick
after 2 tricks
after 3 tricks
after 4 tricks

after 0 tricks
after 1 trick
after 2 tricks
after 3 tricks

after 0 tricks
after 1 trick
after 2 tricks
after 3 tricks
after 4 tricks

icks
ick
icks
icks
icks
icks

0.24 0.52 0.24 after 0 tr
0.275 0.45 0.275 after 1 tr
0.28846 0.42307 0.28846 after 2 tr
0.29509 0.40984 0.29509 after 3 tr
0.2985 0.403 0.2985 after 4 tr
0.3 0.4 0.3 after 5 tr

0.11 0.39 0.39 0.11
0.14706 0.35294 0.35294 0.14706
0.16463 0.33537 0.33537 0.16463
0.17391 0.32609 0.32609 0.17391
0.17857 0.32143 0.32143 0.17857
0.18 0.32 0.32 0.18

0.04783 0.24870 0.40696 0.24870
0.07377 0.24590 0.36025 0.24590
0.08835 0.24295 0.33742 0.24295
0.09638 0.24096 0.32531 0.24096
0.1 0.24 0.32 0.24

0.01957 0.14130 0.33913 0.33913
0.03409 0.15340 0.31250 0.31250
0.04332 0.15884 0.29783 0.29783
0.04839 0.16129 0.29033 0.29033
0.05 0.162 0.288 0.288

0.00745 0.07267 0.24224 0.35528
0.01430 0.08582 0.23600 0.32777
0.01897 0.09272 0.23181 0.31296
0.02127 0.09574 0.22979 0.30638

0.00261 0.03391 0.15261 0.31087
0.00535 0.04286 0.15714 0.29465
0.00723 0.04769 0.15896 0.28611
0.00787 0.04921 0.15945 0.28346

3

2

4

7

6

5

o 2 3

after East's play these probabilities are increased proportionally, so
that the probabilities of the king of trumps being held by East, or
being a singleton with West, are in the proportion 0.1 1 + 0.26 to
0.13, hence as 37 to 13, even a posteriori. So the probability of the
finesse succeeding is considerably larger than that of the king of trumps
dropping, and consequently South should here finesse by playing the
queen.

Next we take the case that dummy has the king of trumps (and some
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small trumps) when South has the ace and jack of trumps, and the
opponents hold four trumps including the queen. Now South first
plays the king of trumps, because there is a possibility that the queen
will drop, or that he will learn the distribution of the trumps if East
or West fails to follow suit. We assume that East and West both follow
suit without the queen dropping. South now plays a small trump
from the dummy. If East has any choice, he will not play the queen
on it. We assume that East plays a small trump. Then the following
possibilities remain: East originally held either the queen of trumps
and two small trumps, or just two small trumps. The a priori
probability that East originally held three of the four trumps is (again
according to Table 6) equal to 0.2487; the probability that he has
three trumps and that the queen is one of them is 3/4 x 0.2487 =
0.1865, since the queen can be any of the four trumps which East and
West hold between them (equally likely cases) and three of these
cases are favorable (making the queen one of the three trumps that
East holds); therefore, with the knowledge that East has three of the
four outstanding trumps, the probability that the queen of trumps is
one of these is 3/4. The a priori probability that East originally held
two of the four outstanding trumps is 0.40696; hence, the probability
that he originally held two small trumps is 1/2 x 0.40696 = 0.20348.
After East and West have followed suit in the first round of trumps,
and after East has followed suit in the second round, without the queen
having dropped, these probabilities are increased proportionally, and
therefore the a posteriori probabilities, like the others, are in the ratio
of 11 to 12; hence, the probability that West has the queen of trumps
is the larger, and therefore South should play the ace rather than
finesse.

We now modify the foregoing to the effect that the opponents hold
five trumps, with the queen included. After East has played two small
trumps, and West one small trump, the following possibilities remain:
East originally held the queen of trumps and three small trumps
(probability 4/5 x 0.14130 = 0.11304); East originally held the
queen of trumps and two small trumps (probability 3/5 x 0.33913 =
0.20348); East originally held three small trumps (probability
2/5 x 0.33913 = 0.13565); East originally held two small trumps
(probability 3/5 x 0.33913 = 0.20348).

These probabilities (which have been derived from Table 6) are
again to be taken as a priori probabilities, and they are all increased
proportionally a posteriori. Hence, the probability of a successful
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finesse for the queen and the probability that the queen will drop to
the ace of trumps in the second round, are in the ratio of 0.11304 +
0.20348 = 0.31652 to 0.13565, hence as 7 to 3, so that the finesse
offers a much greater chance of success. Computations with ordinary
fractions will show that the ratio 7: 3 is not approximate, but exact.
The same is true of the ratio 11: 12 which we last found.



Chapter IX:
EVALUATION OF CONTINGENCIES
AND MEAN VALUES

I. MATHEMATICAL EXPECTATION AND
ITS APPLICATIONS

152. MatheD1aticai expectation. One might ask: What is the value
of having a known probability of winning a given sum of money? As
an example we take the case of a raffle with 100 tickets, for a single
prize of $100. The 100 tickets jointly have a value of $100, because
together they provide a certainty of receiving $100; this implies that
each ticket has a value of $1. Someone who has 37 tickets should be
credited with the ownership of $37. On the other hand, what is
provided by these 37 tickets is only a probability 37/100 of obtaining
$100. This shows that the value of a certain number of tickets can be
identified with the amount that is obtained when the sum that can
be won with them is multiplied by the probability of winning this
sum. In more general cases, to obtain the value ofhaving a probability
of acquiring some amount, we equate this to the product of the
probability by the amount concerned. Hence, if $72 is offered for a
throw of 6 made with two dice, an opportunity to throw has a value
of 5/36 x $72 = $10, since the probability of having a total equal to
6 is 5/36 (from throws 1-5,2-4, and 3-3).

The product of the probability and the amount to be won is called
the mathematical expectation of that amount. A fair game should
provide each player with a mathematical expectation equal to his
stake.
153. ExaIDples ofD1atheD1atical expectation. Suppose that John
throws a single die, and will receive from Peter a number of dollars
equal to the number of pips for his throw. How large is his mathe­
matical expectation in this case? In other words, how large should
John's stake be if the game is to be fair?

John has a probability 1/6 of winning $1, a probability 1/6 of
winning $2, and so on, so that his mathematical expectation (in
dollars) is:

198
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1
5 + 6 x 6

1 1
= - x 21 = 3-·6 2

We can obtain this number without computation by the following
reasoning. Suppose that Charles will give John a number of dollars
which corresponds to the indication ofthe bottom ofthe die. Obviously,
this involves the same mathematical expectation as applies to the
agreement with Peter. Both agreements, taken together, offer a
certainty that John will receive $7, since the sum of the upper and
lower spot numbers is equal to 7. Hence, the value of each agreement
is one-half of $7.

Next we take the case that John and Peter make the above agree­
ment, with the difference that two dice are to be thrown. The total
thrown can then be 2,3,4,5,6, 7,8,9, 10, 11, or 12. The probabilities
of these are, in the same order, 1/36,2/36,3/36,4/36,5/36,6/36,5/36,
4/36, 3/36, 2/36, 1/36. Hence, John's mathematical expectation (in
dollars) is:

1 2 345 6
36 x 2 + 36 x 3 + 36 x 4 + 36 x 5 + 36 x 6 + 36 x 7

54321
+ 36 x 8 + 36 x 9 + 36 x 10 + 36 x 11 + 36 x 12 = 7.

As before, this result can be found immediately by having John and
Charles agree that John will receive from Charles a number of dollars
equal to the total of the hidden faces. This agreement has the same
value as the one with Peter, and the joint effect of both agreements
provides a certainty of receiving $14. Hence, the mathematical
expectation corresponding to each agreement separately is one-half
of $14. We might also observe that each of the two dice, separately,
provides a mathematical expectation of $3.50.
154. More cOlDplicated exalDple. We again take the case thatJohn
throws a single die and obtains from Peter a number of dollars
corresponding to the spot number he throws, the difference being
that John is allowed to throw once again if he thinks his throw is too
low. Here, John will throw again if his throw is lower than 3}, his
mathematical expectation for one throw; that is, if he throws 1,2, or 3,
which have a joint probability ofl/2. John's mathematical expectation
for the single throw or pair of throws is thus:
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I 7 I I I 17
2 x 2 + (; x 4 + (; x 5 + (; x 6 = 4" = 4.25,

since he has a probability 1/2 of having a mathematical expectation
7/2 (from a second throw), equivalent to a probability 1/2 of having
an actual amount 7/2, and additionally he has a probability 1/6 of
obtaining a 4 on the first throw, and similarly for higher values.

We now take the case that John is allowed to make at most three
throws. Mter the first throw, he will throw again if his throw was
lower than 4.25, his mathematical expectation with two throws;
that is, if he throws I, 2, 3, or 4, the probability of which is 2/3.
John's mathematical expectation with at most three throws is thus:

2 17 I I 14 2
3" x 4" + 6 x 5 + (5 x 6 = 3" = ~.

IfJohn is allowed to throw four times, he throws again if his first
throw is 4, but not if he has 5. John's mathematical expectation with
at most four throws is thus:

2 14 I 5' I 6 89 A I7
3" x 3" + 6 x + 6 x = 18 = "'18'

Hence, when 5 throws are allowed, John will again be wise to stop
ifhe has 5 with the first throw. Consequently, with at most five throws,
John's mathematical expectation is:

2 89 I I 277 7 47
3" x 18 + (; x 5 + 6 x 6 = 54 = 554 = 6 - 54'

It follows that when John is allowed six throws (and also, of course,
when still more throws are allowed), he should continue to throw ifhe
has 5 with the first throw. From this we find that John's mathematical
expectation with at most six throws is:

~ (6 _ 47) + ! x 6 = 6 _ ~ x 47 = 6 _ 235.
6 54 6 6 54 324

Similarly, we find John's mathematical expectation with at most

(5)2 47seven throws to be 6 - (; x 54' and so on. As his number of

allowable throws is increased, John's mathematical expectation moves
towards a value of 6 and eventually gets very close to 6. This result
could be expected without any computation.
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155. Modification of the exall1ple of §154. We now modify the
example of§154 to the effect that John throws two dice, and is allowed
to throw again a certain number of times if he thinks his throw is too
low. Later throws have to be made using both dice. IfJohn is allowed
to throw twice at the most, he makes a second throw if he throws less
than 7 on the first throw. If he throws 7 on the first throw, it is
immateriai whether or not he throws again, because his mathematical
expectation would be 7 if he were to do so. From the probabilities of
the throws 2, 3, 4, ... , 12 (see §153), the mathematical expectation
in the case of at most two throws (since John has a probability 7/12
of throwing 7 or less on the first throw) is found to be:

7 5 4 3 2
12 x 7 + 36 x 8 + 36 x 9 + 36 x 10 + 36 x

I
II + 36 x 12

= 287 = 735.
36 36

Hence, if John is allowed to throw three times, he should throw
again if he throws 7 the first time, but not if he has 8. So if he is
allowed to make at most three throws, his mathematical expectation is:

7 287 5 4 3 2 I
12 x 36 + 36 x 8 + 36 x 9 + 36 x 10 + 36 x II + 36 x 12

= 3689 = 8233.
432 432

From this it follows that if he is allowed to throw four times, John
should go on throwing ifhe throws 8 the first time, but not ifhe has 9.
156. Petersburg paradox. About 1730, the concept ofmathematical
expectation gave rise to a curious paradox. This is associated with the
name of a famous family of mathematicians, the Bernoullis, who did
most of their work at Basel. To distinguish among various mathe­
maticians who were members of this family, it has even been necessary
to attach Roman numerals to some of their names, similar to the
customary practice for monarchs. The mathematical brilliance began
with Jakob Bernoulli (1654-1705) and his younger brother Johann
(1667-1748); the latter taught mathematics for ten years at the
University of Groningen. These two are certainly the most eminent
members of the learned family. They were followed by a younger
generation, Nikolaus I (1687-1759), son of a brother of Jakob and
Johann, and Nikolaus II (1695-1726) and Daniel (1700-1782), sons
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ofJohann. A problem posed by Nikolaus I was modified by Daniel,
in a way which produced the paradox in question. At that time Daniel
was attached to the Academy newly founded by Peter the Great in
St. Petersburg, and so the contradiction resulting from the game which
Daniel considered became known as the Petersburg paradox. The
game in question is the following:

John tosses a coin until it falls heads. If this occurs the first time, he
pays $1 to Peter. If it occurs the second time, he pays $2 to Peter. If
the third toss is the first to produce heads, John pays $4, and so on;
each time the amount to be paid is doubled. Now the question is:
What payment should Peter make to John, in fair compensation?

The probability that heads will occur the first time is 1/2. Peter
then receives $1, so that he has a mathematical expectation of $0.50
from the result of the first toss. The probability that heads will occur
on the second toss is 1/4; Peter then receives $2, and his mathematical
expectation for the second toss is 1/4 x $2 = $0.50. Heads on the
third toss has a probability of 1/8, and this gives a mathematical
expectation of 1/8 x $4 = $0.50. Each of the later possibilities,
infinite in number, provides a mathematical expectation of $0.50, so
that Peter's total mathematical expectation is infinitely large. Hence,
his stake should also be infinitely large. Even if Peter stakes 100
million dollars on this game, the advantage is on his side. Yet it is hard
to find anyone who will risk $20, say, on these conditions.

Many different resolutions of this paradox have been offered, and
the most natural of these is certainly the following. However rich
John may be, he is not able to meet all the consequences which may
result from the obligations he has taken upon himself. If heads did not
appear until the sixty-fifth throw, he would have to give Peter more
than $18,000,000,000,000,000,000 (as many dollars as the number of
grains the Indian monarch had to give to the inventor of the game of
chess), a promise that no one will think worth $0.50. Even ifJohn is
a billionaire, if he throws tails successively more often than 30 times
he will no longer be able to meet his obligations, and Peter will have
to content himselfwith a billion dollars. On the assumption that Peter
can never win more than this figure, his mathematical expectation is
approximately $16.

The fact that Peter will still not want to risk $16 on this game,
because he rates his chances at a lower figure, is something that will be
noticed in this game, and similarly in other games in which there is an
extremely small probability of winning a very large sum of money,
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especially if this is so large that it would be difficult to know what to
do with the greater part of it. Everyone will prefer a guaranteed
possession of a million to a probability of 1/ I 000 of obtaining a
thousand times as much.

The last remark links up, to some extent, with the solution that
Daniel Bernoulli himself provided for the paradox. He sought to find
a solution in terms of the relative value of money. The advantage of
an increase in capital depends not only on the size of the increase but
also on the capital that one already possesses; the larger this is, the
smaller is the advantage. Daniel made this the basis of a complete
theory, no doubt correct in conception, but worthless in practice
because it cannot be used to provide a basis for stakes. This viewpoint
brings out a disadvantage implicit in any game, even with equal
chances ai,d equal stakes, because when you have assets of $200, for
example, the disadvantage oflosing $100 is larger than the advantage
which comes from a gain of $100.

The impracticality of using the theory of the relative value of
money as a basis for determining stakes in a game is nicely illustrated
in Bertrand's book (see §132) by the following imaginary conversation
between two of Daniel Bernoulli's students.

"If I win," says Peter, who is poor, and invites John to playa game,
"I can just pay for my dinner with your stake of $1.50."

"A meal for a meal," replies John; "so if you lose you should give
me $10, for that is what I pay for a dinner."

"If I were to lose $10," Peter exclaims in a fright, "I would have
nothing to eat today. You could lose $5000 before that would happen
to you. Stake your $5000 against my $10, and the advantage is still on
your side, as our teacher would confirm!"

Of course, they failed to reach an agreement.

II. FURTHER APPLICATION OF MATHEMA TICAL
EXPECTATION

157. Application of IDatheIDatical expectation to the theory of
probability. Mathematical expectation can often provide assistance
in the computation of probabilities for situations in which more direct
computation encounters difficulties. As an example we take the
following case:

John has $5 and Peter has $7. They play with equal probabilities
of winning, having $1 at stake each time, until one of the players has



204 IX: EVALUATION OF CONTINGENCIES

lost all that he had. How large is the probability that John will be the
winner?

Since the game is fair, John's capital of $5 is equal to his mathe­
matical expectation. This derives from a probability of having $12 at
the finish, and hence is equal to the product of this probability and the
$12. From this it follows that John's probability of winning the game
is 5/12. Peter's probability is 7/12, which shows that the winning
probabilities for the players are in the same proportion as their assets.
If Peter has a capital which is many times larger than John's, then
Peter's victory is practically certain; on the other hand, what John
can win is substantially more than what Peter can.

IfJohn has not too small a capital, and the right to determine the
amount to be played for (the stake) in each separate game, he may
then fall victim to a misconception often found among gamblers, that
he could make his chances more favorable by following a certain
system, for instance the system whereby the stake is doubled after a
loss. "Each winning round," John argues, "taken together with the
immediately preceding losing rounds, gives a gain which is equal to
the original stake, so I will therefore win slowly but surely." However,
John here forgets that he cannot survive a long sequence of losses,
because he can never stake more than the capital which he has left.
If the game continues not until John or Peter has lost everything, but
until John wants to stop, then no system John intends to pursue can
make any difference to his mathematical expectation, which must be
the product of his chance of success and the amount he seeks to win;
this product is and remains equal to the capital he has to lose (so in
the course of the game his mathematical expectation is obviously
equal to the capital he has left). However, John can increase one
factor of the product at the expense of the other. If he stops when he
has lost everything or has won a predetermined amount, his proba­
bility of success is the greater, the lower he sets the amount concerned.
By contenting himself with a small gain, he increases his probability
of finishing as a winner; by aiming at a higher gain, he diminishes
his chance of a favorable result. The manner in which he may
intend to vary the amount of his stakes makes no difference to this. If
John continues to play against Peter until either he or his opponent
has lost everything, then with any system his probability of winning
is equal to the quotient which is obtained when his capital is divided
by the capital possessed jointly by them both.

In the foregoing it has been assumed that John cannot play on
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credit, and consequently cannot just run up a note of his losses on
paper, to any arbitrary amount. A casino rightly takes a poor view of
this procedure. If Peter knows that John can produce a larger sum
than he has with him at the time (and that John is honest), he can
allow John to write notes for his losses up to the amount that John
can provide; when this sum is reached, the game is finished. However,
this means that the result of the game is the same as ifJohn brought
the sum in question with him. To allow John to write notes for his
unlimited losses would mean financial suicide for Peter, and by
requesting this John would be guilty of an attempt to defraud, for (as
in the Petersburg paradox) he would be assuming obligations when he
knew he was unable to meet them.
158. Law oflarge nUDlbers. If a die is to be thrown a large number
of times, say 6000, everyone will be convinced a priori that there will
be a throw of 1 about 1000 times, of2 about 1000 times, and so on. It
is true that we would not expect exactly 1000 occurrences of 1, and
we would consider it perfectly possible that 1 would be thrown 950
or 1050 times, say. However, if there were 50 occurrences of 1, or
2000 such throws, we would no longer believe that the die was a fair
one. Our intuition seems to tell us that the proportion of the number
of l's to the total number of throws will lie within certain limits on
either side of 1/6, limits which will be narrower as the number of
throws is increased. Something similar applies when a coin is tossed;
here we would expect that the proportion of the number of heads to
the total number of throws will lie between 0.49 and 0.51, provided
a sufficiently large number of tosses is made. More generally, this
applies with any often repeated event which has a variety of outcomes
determined by chance, such as the spin of a roulette wheel, which
each time produces some one of the numbers 0, 1,2, ... ,36.

It is difficult to say how this feeling originates. No doubt there is
some basis of experience, even for someone who has never kept a
record of throws of a die, or of numbers that appear in roulette, or
of winning numbers in a lottery, or things of that sort.

The fact that the proportion of favorable cases in a number of
experiments is approximately equal to the probability of a favorable
result for each experiment separately, when the number ofexperiments
is large, is called the law of large numbers. This law has been stated
fairly explicitly by Cardano; but a mathematical explanation of this
remarkable phenomenon was given for the first time by Jakob
Bernoulli. He proved that the probability of finding (for example)
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that the number of heads divided by the total number of throws has a
value between 0.49 and 0.51 becomes larger as the number of throws
increases, and that this probability lies very close to 1 provided that
the number of throws is sufficiently large. The same is true for the
probability that the proportion in question will lie between 0.499 and
0.501, with the difference that a larger number of throws is needed to
obtain a given probability close to 1 that the experimental proportion
will lie between the limits in question.
159. Probable error. We would now like to have an estimate of the
magnitude of the deviation to be expected between the result of a
sequence of experiments (throws with a die, say) and a result exactly
in accordance with the law of large numbers, that is, of the deviation
between experimental and theoretical results. To be more concrete,
we take a box with four white balls and six black balls. A ball is drawn
from this box, and replaced, repeatedly, the balls being mixed before
each new draw. After 1000 drawings, white would have appeared
400 times if the law of large numbers could guarantee an absolutely
exact result, instead of an approximate one. A computation, which
we cannot undertake to discuss here, shows that the probability that
the number of white balls drawn will lie between 390 and 410 is the
same as the probability that this number will lie outside this interval.
The difference between each of these limits and the theoretical number
of white balls drawn, here 10, is called the probable error.

The result can be expressed in another way by saying that the
probability of finding that the number of white balls drawn can be
divided by the number of drawings (1000) to give a value between
0.39 and 0.41, is the same as the probability for a quotient lying outside
this interval. The difference of 0.01 which separates each of these
limits from the probability 0.4 of obtaining white at one drawing is
called the relative probable error. The difference 10 mentioned above
can then be described as the absolute probable error.

If we take a number of drawings four times (or 100 times, or 400
times) as large, the absolute probable deviation becomes twice (or 10
times, or 20 times) as large, and so the relative probable deviation
becomes twice (or 10 times or 20 times) as small; here it is assumed
that the number of drawings is not itself too small. Hence, if we make
100,000 drawings, the absolute probable deviation is 100, and the
relative probable deviation is 0.001. The probability that the number
ofwhite balls lies between 39,900 and 40,100 is equal to the probability
that the number lies outside these limits. This means that the pro-
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portion of the number ofwhite balls drawn to the number ofdrawings
is then equally likely to lie between 0.399 and 0.401 as to have some
value outside these limits.

The fact that the absolute probable deviation becomes twice (or 10
times or 20 times) as large, when the number of drawings becomes 22

times (or 102 times or 202 times) as large, also holds in other cases in
which the probability of white is different, hence when the numbers
of white and black balls in the box have other values.
160. Remarks on the law of large numbers. Without any full
awareness ofall the details, and without knowledge ofany more or less
exact formulation of the law oflarge numbers, everyone feels intuitively
that it must be correct. Thus, the gambler who turned to Galileo for
aid (see §132) apparently thought it self-evident that there must be a
reason why 10 and II are thrown more frequently than 9 and 12
with three dice, and that this could not just be a freak of nature.
De Mere's views about another dice game, which seemed to him to
provide a contradiction of the laws of arithmetic, were also based on a
similar conviction.

Yet, on the other hand, it frequently happens that a gambler or
gamester holds an opinion that is entirely contrary to the law of large
numbers. This happens when his own personality comes into play
and when his vanity unconsciously represses a correct intuition of the
law oflarge numbers. Thus, many a bridge player is heard to complain
that he usually gets bad cards, and a person of this type is convinced
that this will also happen to him in the future; he happens to be, so he
says, unlucky at games, and this fate continues to weigh heavily upon
him. In reality, however, his constant loss at the game arises because
he is no match for his opponents and because he does not make the
most of the chances that the game offers sometimes to one player,
sometimes to another. However, it is much more flattering to his
vanity to believe that he gets bad cards than to conclude that he plays
badly. In bridge there is the additional factor that he does not
appreciate how miserable an average hand of 13 cards looks, nor
does he realize, additionally, that he can expect at times to get a still
worse one; his lack of skill makes him not sufficiently aware of what
can be achieved, in the defense, with such an average or slightly
worse than average hand. If there were players who usually got bad
cards, then there would also have to be players who generally got
good cards. This is another clear proof that the curse of continually
having bad hands must be imaginary. Of course, it can happen
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that on some particular evening a player may be dealt a run of bad
cards.
161. Further relevance of the law of large nUlllbers. The law of
large numbers has a much wider scope than its application to games,
as discussed in the foregoing. It is also fundamental to the mathe­
matical theory of statistics, because it enables a distinction to be made
between fortuitous events and systematic effects.

However, the law has much more extensive applications. It would
not be too much to say that it governs the whole of nature. A tendency
towards average expectations, which can be observed everywhere, is,
after all, nothing but a consequence of this law. To take a very simple
example, we can be sure that two adjoining paving-stones will be
moistened approximately equally by a shower of rain; it is true that
one stone will be hit by some tens of drops more than the other one
will be, but relatively, that is to say, in proportion to the total
number of drops, this difference becomes the smaller as the total
number of drops becomes larger. Each drop formed in upper layers
of the atmosphere has as much chance of hitting one stone or the
other. Hence, it is conceivable that one of the stones will not be hit by
even one drop of rain. The fact that this does not occur is to be
explained by the extremely small probability of such an event.

If a gas is confined in a closed container where the temperature is
the same everywhere, then each cubic millimeter of the container
will contain practically the same fraction of gas molecules. Here
the huge number of molecules secures that deviations from the mean
are so small that we find them imperceptible. Ifwe connect two vessels
each containing a different gas, then the two gases will mix and be
distributed equally over the combined volume. All this is based on the
law of large numbers. In view of this law, the theory of probability,
which originated from games of chance, has been developed to a level
which puts it in a position to playa part in a number of other sciences
in which the great number and the unpredictability of the relevant
factors would make mathematics powerless if it could not leave the
domain of absolute certainty, to enter that of probability.

III. A VERAGE VALUES

162. Averages. Ifsome number can take different values, depending
on chance, this, as we have seen, produces a corresponding mathe­
matical expectation. For example, if the number has the probability
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1/2 of taking the value 3, the probability 1/3 of taking the value 5,
and the probability 1/6 of taking the value 11, this gives a mathematical

expectation of ~ x 3 + ~ x 5 + ~ x 11 = 5. This mathematical

expectation is also called the average (mean) value of the number.
This name finds its explanation in the law of large numbers. If the
number t~rns up 6000 times, it will assume the value 3 approximately
3000 times, the value 5 approximately 2000 times, and the value 11
approximately 1000 times. The average of these 6000 numbers, that
is, the sum of these numbers divided by 6000, is:

3000 x 3 + 2000 x 5 + 1000 x II
6000

I 1 1
2 x 3 + "3 x 5 + 6 x II = 5.

A simpler example is the following. John pays $24 to Peter if the
latter throws a 6 with I die. This represents a mathematical expecta­
tion of 1/6 x $24 = $4. If the game is played 6000 times, Peter will
have thrown a 6 about 1000 times, so that then he receives approxi­
mately 1000 x $24 in all. Hence, the average receipt per throw is

1000 x $24 1 $24 $4 h' h' h' b h' h . I6000 = 6 x =, W IC IS not mg ut IS mat ematIca

expectation for one throw.
An average number need not be an integer, of course. Thus, in

throwing one die, the spot number that appears is 7/2 = 3.5, on the
average. In throwing two dice the total of the spot numbers is 7 on
the average; with three dice it is 10.5.

It requires a little more labor to give an answer to the following
question:

Some throws are made with a die, and the spot numbers are noted
down. This is continued until a previously obtained spot number
appears again. What is the average number of throws needed for this?

A new appearance of a spot number that has appeared earlier will
occur on the second throw at the earliest and on the seventh throw at
the latest. The probabilities that it will happen on the second, third,
fourth, fifth, sixth, or seventh throw are, in the same order:

1525543554345
6' 6 x 6 = ~ 6 x 6 x 6 = 18' 6 x 6 x 6 x 6 = 27'

5 4 3 2 5 25 5 4 3 2 1 5
6 x 6 x 6 x 6 x 6 = 324' 6 x 6 x 6 x 6 x 6 = 324'
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Hence, the average number of throws (that is, the mathematical
expectation of somebody who gets a number of coins equal to the
required number of throws) is:

5 25 5
4 + 27 x 5 + 324 x 6 + 324 x 7

1223 251
= 324 = 3324 = 3.7747.

163. Other exalDples of averages. We now require the average
number of throws necessary to throw a 6 with a die. This question
differs from the cases discussed in §162 in that the number of throws
can become arbitrarily large, as in the Petersburg paradox (see §156).
However, the average number of throws is not infinitely large.

The required average number is equal to the mathematical
expectation ofJohn, who gets a number of coins equal to the number
of throws needed to produce a 6 for the first time; for example, if this
occurs on the ninth throw,John gets nine coins. To avoid all arguments
about the number of throws, a coin is paid to John at each throw, and
this is terminated as soon as a 6 is thrown. When the first throw has
been made, John receives a single coin if this throw is a 6, and he then
has no expectation of anything more; if a spot number other than a 6
has been thrown, the ensuing situation is the same as applied before
the start of the game, so that John then has one coin received already,
and additionally he has a mathematical expectation the same as he
had before the game began. The probability of a 6 on the first throw
is 1/6, that of a different result is 5/6. Hence, John's initial mathe­
matical expectation is the certainty of receiving an amount of one
unit, increased by a 5/6 probability of receiving a sum equal
to his mathematical expectation at the beginning; in other words,
his mathematical expectation is equal to one unit, plus five-sixths ofhis
mathematical expectation. As a consequence, one unit is equal to one
sixth of his mathematical expectation, so that John has a mathematical
expectation ofsix units. Hence, the average number of throws required
to obtain a 6 is equal to 6.

This result can, of course, be transferred to all sorts of other cases.
In throwing three dice the probability of three sixes is equal to 1/216.
Hence, on the average, the three dice have to be thrown 216 times to
produce three sixes. In roulette, the probability of zero appearing is
equal to 1/37 (because one of the numbers 1, 2, 3, ... ,36 may
appear instead). Hence on the average 37 spins are required before
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zero appears. In view of the law of large numbers, we could expect no
other result.

We now take a slightly more complicated case, which can be
reduced to the foregoing. We make some throws with a die, and
continue until all spot numbers have appeared, hence until each face
of the die has been uppermost at least once. We require the average
number of throws necessary to achieve this.

First we make one throw; its result is immaterial. If the first throw
was a 4, say, then for the time being we continue to throw until a
spot number different from 4 appears; as the probability that this
will occur on the next throw is 5/6, the average number of throws
needed to obtain a spot number different from 4 is equal to 6/5. If
this spot number (differing from 4) is a 2, say, then we continue to
throw until a spot number different from 2 and from 4 appears; the
probability of this occurring on the immediately following throw is
4/6, so that the average number of throws required for this is 6/4.
Likewise, the average number of throws necessary to obtain a spot
number that differs from the three spot numbers already thrown is
equal to 6/3. Continuing in this way, we find a value of

6 6 666
1 + "5 + 4 + 3 + 2 + T = 14.7

for the required number of throws.
164. Incorrect conclusion froJn the law of large nUJnbers. An
intuitive feeling for the law of large numbers has led to a miscon­
ception which is particularly common among gamblers. If such a
gambler makes a large number of tosses with a coin, he will toss heads
about the same number of times as he tosses tails; this is confirmed by
experiment. Hence, if he has found heads twice and tails eight times
in ten tosses, then, he argues, this result has to be corrected by the
subsequent tosses in order to get heads as many times as tails. So in
the following tosses heads will appear more often than tails; in other
words, on the eleventh toss the probability for heads will be larger
than that for tails.

Reasoning thus, he overlooks the fact that the numbers of heads and
of tails will also become approximately equal if, in the subsequent
tosses heads and tails appear equally often. Here" approximately
equal" is to be taken in the sense that the proportion of the number of
heads to the number of tails is close to 1, not in the sense that the
difference of these numbers is small. If heads has appeared twice,
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and tails eight times, and if after that the player tosses heads 1000
times and tails 1000 times, the number of heads and tails obtained
(1002 and 1008) are approximately equal in the above sense, and this
is also true if the first ten throws are followed by 980 heads and 1020
tails, although then the excess of tails has even been increased by 40.

No less a man than d'Alembert, for all his sharp mind, seems to
have understood nothing of the theory of probability, for when
seeking a solution of the Petersburg paradox (see §156) he proceeded
on the assumption that subsequent throws have, as it were, to balance
up the preceding throws, and not merely to make deviations tend
to vanish for proportions of the total number of throws. According to
d'Alembert, the probability that the tenth throw will be the first to

produce heads is even much smaller than 2~O' since in the course of

nine throws of tails the probability of tails is practically exhausted,
and the probability that a head will appear becomes much larger
than 1/2. He based this argument on the doubtless correct observation
that a regular succession of heads and tails is much more improbable
than an irregular one, but here he overlooked the fact that this is due
only to the larger number of irregular successions; a given regular
succession is no more improbable than a given irregular one.
D'Alembert even went so far as to derive formulae for the probability
of heads after a certain number of tails has been tossed. As already
noted at the end of §132, similar views arise from common mis­
conceptions of the notion of probability.

This misconception occurs frequently among regular visitors to
casinos. It is not unwelcome to the management of these establish­
ments, because a gambler will begin to play and continue to play all
the more readily if he thinks he has found a system for increasing his
chances. This explains why those in charge of the casino at Monte
Carlo, who must certainly know very well that such a system does not
exist, make it easier for their guests to perform their computations
(futile though these are), by regularly publishing the numbers that
have successively appeared at a given roulette table. Many a player
studies these misleading records for entire nights, to find out which
numbers offer the best chances for the following days. Often the
results of the calculations are then combined with some method of
determining the size of the successive stakes (see §157), all in vain
however, as many a player has learned to his cost.

The enormous advantage which the bank derives from the seemingly
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small departure from fair odds which is produced by the presence of
the zero, is also a consequence of the law of large numbers. This
disadvantage to the player-which is considerably increased by tips
given to croupiers by winners (something which is not repaid when
they later become losers) ensures that the bank will beat the majority
of the players with (one can safely say, absolute) certainty. No matter
what system they invent, those who continue to play will be ruined
sooner or later.



Chapter X:
SOME GAMES OF ENCIRCLEMENT

1. GAME OF WOLF AND SHEEP

165. Rules of the galDe of wolf and sheep. This game is played
by two players on the 50 black squares ofa checkerboard [Continental
style, 10 x 10]. For ease of description, these squares have been
numbered as indicated in Figure 8; this numbering is also used for
the game of checkers. One player moves five white pieces, the sheep;
the other player moves one black piece, the wolf. The board is set up
with the sheep placed on the squares 46, 47, 48, 49, 50. The wolf is

Fig. 81

placed on anyone of the remaining squares, with freedom of choice;
this counts as the wolf's first move. Then there is a move for the sheep;
this is a move of one of the sheep diagonally forward onto a black
square that has a vertex in common with the original square-for
example, from square 46 to square 41, which will be indicated here
as 4~1. Now it is the wolf's move, which is a move to an adjacent
square (adjacent by a vertex)-for example, from 28 to 22 or to 23,
or to 32 or to 33; such a move will here be indicated by a single
number, that of the new square. In this way the notation gives an

214
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immediate indication of whether a wolf's move or a sheep's move is in
question. Then the sheep make another move. All moves must be
made to free squares, and sheep are not allowed to move backwards,
which prevents them from moving to squares with higher numbers.
The wolf is free from this latter restriction.

The sheep win when they succeed in encircling the wolf (either in
the middle of the board or on the border), in the sense of creating a
situation in which the wolf has no move. If they do not succeed in
doing this, then the wolf must have broken through the line of the
sheep, so that the sheep will eventually reach a position in which they
cannot move any more (because they cannot move backwards);
the wolf, who can continue to move, then becomes the winner.
166. Correct lDethods for playing wolf and sheep. Provided
they play carefully, the sheep win easily with no need for much
theoretical knowledge of the best way to play. They have only to stick
to the almost self-evident rule of advancing in close formation as
much as possible, always beginning at the side where there is a sheep
in contact with either the left-hand or the right-hand border of the
board; otherwise a gap will arise in the line of sheep, or between their
line and the border, through which the wolf can pass. Hence, if the
position of the wolf does not hamper this, they will make successive
moves: 46-41, 47-42, 48-43, 49-44, 50-45, 45-40, 44-39, etc.

If the wolf presses against the line of sheep, to make this strategy
impossible for them, then they begin to move at the other side,
starting at the border and taking care that no gap arise~ internally
in their line, but only between their line and the border, and they
should strive to close this gap in good time. If the sheep are to move
in the position 40, 41, 42, 43, 44, 39 (where the last number indicates
the wolf's square), then they cannot play 44-39; instead they play
41-37, intending to continue with 44-39 after the wolf's next move.
In this way, no more difficult positions arise than the ones in Figure 82,
where it is the wolf's move and where the sheep can win:

A position of this type undergoes no essential change when it is
shifted up or down by one row, and is then reflected (to produce an
interchange of left and right), or when it is shifted up by two rows
without being reflected, and so on. But when the positions have a
substantial shift, four rows, for example-the game becomes easier for
the sheep, because then they will soon be able to make use of the upper
edge of the board in their task of encircling the wolf. The left-hand
diagram in Figure 82 can arise from the initial position thus:
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38,46-41,42,50-44,38,47-42,43,41-37,

and the right-hand diagram thus:

28,46-41,33,47-42,39,48-43,44,41-37,

the difference being that now the positions are shifted down by
row, and reflected.

In the left-hand diagram, if the wolf tries to break through at the
left by 32, then there is only one correct reply, namely: 43-38, 27,
37-31,32,42-37; if the next moves are then 28, 37-32, 33, 31-27, the
left-hand diagram has arisen again (shifted up by 1 row), and the
wolfhas achieved nothing. If, in the left-hand diagram, the wolf tries

Fig. 82

to break through at the right by 33, then three of the six possible
replies are correct, namely: 43-38, 42-38, and 34-29, the first two of
which are more obvious than the third. After 33, the game may
proceed as follows:

43-38, 28!, 38-32 (37-31 or 37-32 is equally good; 38-33? and
34-29? would be followed by 32; 39-33? would be followed by 23;
and 34-30? would be followed by 33), 23! (to avoid forcing the move
42-38), 42-38!, 29, 38-33, 24, 34-30, 29, 39-34.

Or: 42-38,29 (28 would be followed by 38-32), 38-33!, 24,34-30,
29, 34-39, 23, 43-38, 28, 38-32.

Or: 34-29,28, 37-32!, 22, 42-37, 28,43-38,23,38-33,19,39-34.
Or: 34-29,38,37-32!, 33, 43-38, 28, 42-37 (38-33 is also correct),

23,38-33, 19,39-34.
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The reply 34-29 to 33 requires very careful play on the part of the
sheep. A strong move has been signalized by an exclamation point
(although it may not lead to a win when it is a move by the wolf),
and a weak sheep's move, which leads to a loss, receives a question
mark.

Several variants of these lines of play are possible, but these chiefly
amount to changing the order of moves. We advise the reader to play
through some of these variants, so that he particularly may assure
himself that the sheep's moves signalized by a question mark do indeed
lead to a loss when the wolfplays correctly; this requires the subsequent
moves to be played out in full.

In the right-hand diagram ofFigure 82, the continuation: 32,42-37,
28,41-36 (37-32 is also correct), 33, 36-31, 29, 38-33, 24, 34-30, 29,
39-34 is a very obvious one. An alternative is 32, 41-37, 27, 37-31,
32, 42-37, 28, 37-32, 33, 31-27, after which the left-hand diagram
has arisen, shifted up by one row. With the first line of play, the sheep
make things much easier for themselves.
167. SOIne wolf and sheep probleIns. Figure 83 shows two simple
positions which can arise only when the sheep have played badly (or,

Fig. 83

at any rate, recklessly), because they have made moves at the wrong
side of the board (at the side where the sheep are not in direct contact
with the border). In both diagrams the player who has the move will
win; if it is the sheep who are to move they have been able to indulge
in their reckless play because the wolf was sufficiently far away.

If it is the sheep's move, in the left-hand diagram, they can win by
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only one of their seven possible moves, namely by 38-33. In the same
diagram, if the wolf is to move, his only winning move is 24.

In the right-hand diagram, if the sheep are to move, two of the
eight possible moves will lead to a win; 33-29 and 37-32. If it is the
wolf's move, his only winning move is 23. We leave the reader to work
out the further course of the play for the various continuations.

Two slightly more difficult problems are presented by the diagrams
of Figure 82. The sheep are to move and win. With correct play, these
situations cannot arise in the game, but this is irrelevant for the
purposes of the problem.

In the left-hand diagram of Figure 82, three out of the five possible
sheep's moves lead to a win. This becomes evident from the following
sequences of moves: 37-32,33,43-38,28 (or 29),38-33,22,42-37
(or 24, 34-30); 39-33, 32, 43-38, 27 (28 would be followed by
37-32),37-31,32,42-37,28,37-32; 34-29, 32 or 33, 43-38, 29 (27
would be followed by 37-31), 37-31, 23, 42-37, 19, 39-34, 23,
37-32 or 38-33.

In the right-hand diagram of Figure 82, the move 34-29 leads to a
win thus: 34-39, 31 or 32, 42-37, 28, 37-32 (another possible move is
37-31, which serves as a reply to 27 as well), 23 (22 would be followed
by 41-37),41-37, 19,39-34,23,38-33.

The move 38-32 does not lead to a win. The wolf then keeps moving
to and fro between 37 and 31, so that the sheep are forced to play
42-37 sooner or later, after which the wolf breaks through at the
right. We leave it to the reader to show that the sheep have a loss
with the move 34-30, a win with the move 39-33.

Next, we present two more difficult positions (Figure 84). In the
left-hand diagram the winner will be the player who has the move.
The diagram resembles the right-hand diagram of Figure 82 (where
the sheep always win), yet it is essentially different. If it is the wolf's
move, he wins thus: 27, 36-31, 22, 32-28, 18, 28-23, 13, 29-24, 9,
33-29, 13,37-32, 18,32-28,22,31-27, 17,27-21,22. Here the wolf
first forces the sheep to go to the right to keep him from breaking
through there, and then he breaks through at the left. The course of
the game includes several variants according to the different ways in
which the sheep defend themselves against the attempted breakthrough
at the right.

In the left-hand diagram, if the sheep are to move, they have two
winning moves, 29-24 and 32-27. The game may proceed as follows:
29-24, 27, 36-31, 22, 32-28, 18, 37-32, 13 or 23, 33-29, 9 or 19,
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28-23, 14,24-20, 19,29-24, 13,32-28, 18,28-22, 12,31-27, where
the sheep have made nearly all their moves at the right, which is the
weak side. Alternatively, the game might run thus: 32-27, 26, 36-31,
21, 37-32, 17, 32-28, 22, 31-26, 18, 28-23, 13, 29-24, 9 or 19,
33-29, 14, 24-20, 19, 29-24, 13, 27-22, with several variants. The
following sequence of moves shows that the move 29-23 leads to a
loss for the sheep: 29-23, 27, 36-31, 22, 32-28, 18,33-29, 13,23-19,
9, 29-24, 13, 37-32, 18, 28-23, 22, 32-28, 27; because of the move
29-23 to the left, the other sheep have to make too many moves to
the right, to prevent a breakthrough there, and after this the wolf can
easily break through at the left.

Fig. 84

The right-hand diagram has the peculiarity that the player who
has the move will be the loser, something which practically never
occurs in actual play of wolf and sheep. If the wolf begins, the sheep
win, for example, as follows: 27, 36-31, 22, 38-33, 18, 28-23, 13,
37-32, 19, 33--29, 13, 32-28.

If it is the sheep who are to move, their only possible moves will
weaken their position, because squares 36 and 37 are blocked. The
moves 37-32, and 38-33 are fatal directly. 38-32 is followed by: 27,
28-22, 21, 36-31, 17, 32-28, 12, 22-18, 8, 28-23 (37-22 would be
followed by 13), 12,37-32, 17.

After the move 28-22, the game proceeds similarly except for an
interchange of two moves made by the sheep; and it is of no avail to
advance the sheep situated on 24, which has already been advanced
quite far enough.
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A somewhat simpler position still, in which the player with the
move will be the loser (because some of the sheep in the rear are
blocked), is 29,37,38,39,42,32 (the wolf being on 32). Ifit is the
sheep's move, they have to move either 29 or 39 (to avoid an immedi­
ate defeat), after which the wolf breaks through easily. If it is the
wolf's move, the sheep can win easily, after 28 by 37-32, and after
27 by 37-31, but this involves them in slightly more careful play.

For anyone who wants to find the solution of the various problems
without using the hints we have given, the most agreeable procedure
is certainly to play against an opponent, starting from the given
position, and giving the sheep sometimes to one player, and some­
times to the other. This brings out the different possibilities of the
position in question.
168. Even and odd positions. We number the rows of the checker­
board 0, I, 2, ... , 9, in upward sequence, so that the row of squares
46-47-48-49-50 receives the label 0, the row ofsquares 41-42-43-44­
45 receives the label I, and so on. If, for a given position, we assign
to every sheep the number of the row which it occupies and obtain
the sum of the 5 numbers so involved, this sum then indicates the
number of moves so far made by the sheep, starting from the initial
position, for the initial position has the sum of the five numbers equal
to 0, every sheep being in the row with number 0, and the sum in
question is increased by I for every move of a sheep. As examples we
take the diagrams of Figure 82. In each of these diagrams, the row
numbers for sheep are I, I, 2, 2, 3, so that the sheep have already
made I + I + 2 + 2 + 3 = 9 moves.

If we increase the sum of the five row numbers for the sheep by
adding the number of the row in which the wolf is, then we obtain
what we shall call the position number. Every move of a sheep
increases this number by I, whereas every move of the wolf gives
either an increase or a decrease by 1. We call the position an even
one or an odd one according as the position number is even or odd.
With every move, the position number changes either from even
to odd, or from odd to even.

If the wolfhas started on an even row (a row with an even number),
there is an even position before the first move by the sheep. In every
even position the move is then with the sheep, and in every odd
position the move is with the wolf. If the wolf has started on an odd
row, the opposite is true. So if there is information whether the wolf
started on an even row or on an odd row, it becomes unnecessary even
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to ask whose move it is; this is immediately obvious from the position
being odd or even.

If the wolf has started on an even row, the outcome will be different
from what would happen if he started on an odd row. It is true that
in both cases the same position can arise, but not with the same side
to move. This means that only the very simplest positions will be
equivalent in the two cases (regardless of whose move it is). If the
wolf has started on an even row, the position in the left-hand diagram
of Figure 82 can arise with the wolf to move. If the wolf has started
on an odd square, that position is impossible, since then the wolf
would have made the last move; however, he would not have gone to
38 in that case, but would have won easily by going to 27 or 29
instead.

The sheep have a much easier game when the wolf starts on an odd
row, in which case they have to move when the position is odd. If
they play carefully, no positions arise that are more difficult than: 31,
33,34,37,38,28, and 31, 32, 34, 38, 39, 29, with the sheep to move.
In the first position the gap is easily closed by 37-32, 23, 33-29, and
in the second position by 38-33, 23, 34-30. So the wolf is well-advised
to start on an even row, and particularly on the row identified by the
number 2, for example on 38, in order to have the best opportunity
to take advantage of a mistake by the sheep.
169. Final relDark on wolf and sheep. In a position in the game
of wolf and sheep, the prospect of victory or defeat for the sheep will
sometimes depend on whose move it is. However, wolf and sheep is
not a game of timing. By a game of timing we mean one in which a
player can use his choice of moves to arrange whether or not he will
have the move when some particular position arises. In wolf and sheep
this is impossible. The evenness or oddness of the position determines
whose move it is; the way in which the position arises makes no
difference to this.

In practical play it is an advantage to have the next move in a
given situation; if this is one of inherent difficulty, there is the simple
reason that the choice of move gives one a head start. The sheep can
close their gap more quickly; the wolf can reach the gap in the sheep's
line more quickly. Problems can be constructed in which it is a
disadvantage to have to make a move. A case like this arises when
sheep best suited to close the gap are unable to move because of the
position of the wolf, and moves by the other sheep will only widen the
gap or make it more difficult to close. If it is the wolf's move, it can
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be because he has to provide freedom of movement to one of the
sheep that can make a good move. We have seen examples of this,
(24,28,36,37,38, 31 and 29,37,38,39,42,32). There are positions
of some difficulty (mostly to be found in problems) where the sheep
have to consider carefully whether they should move mainly to the left
or to the right. Preferably, the sheep should line up in such a manner
that they are evenly spread to left and right, not occupying too many
different rows. Depending on the maneuvers of the wolf, the sheep
are then able still to go safely to the left or to the right. The wolf
should aim at preventing an even formation of this type, by forcing
the sheep to go to one side, to allow him to return and break through
at the other side.

II. GAME OF DWARFS OR "CATCH THE GIANT!"

170. Rules of the game. The game that we shall call "catch the
giant!" or the game of dwarfs is played by two players on a board with
eight numbered circles ofa form as shown in Figure 85. One player has

Fig. 85

three pieces, which we shall call the dwarfs, the other has one piece,
the giant. The dwarfs are placed on circles 1,2, and 3. Then the giant
is placed on anyone of the circles 5, 6, 7, or 8, with a free choice.
After this first move of the giant, it is the dwarfs' move. Their move
consists of moving one dwarf to an adjacent free circle, that is, to a



GAME OF DWARFS 223

circle which is connected to it by a single line-segment. The inter­
section of the lines 1-4 and 2-3 does not provide a circle, and so it is
not possible to place a piece upon this intersection. For example, a
dwarf is allowed to move from I to 4 (indicated by 1-4), but not
from 1 to 6, since this path goes through circle 4. A dwarf is not
allowed to move directly backwards, nor to move backwards
diagonally, and the same condition ofcourse applies to any subsequent
move by a dwarf; however, a dwarf is allowed to move transversely,
fur example from 2 to 3, or from 6 to 5, and back. After the dwarfs
make a first move (which may be 1-4, 2-4, 2-5, 3-4, or 3-7, so long
as the move is not made to a circle which is occupied by the giant),
the giant has a move. He moves to an adjacent circle according to the
same rules, with the difference that the giant has the additional
possibility of a backward move, so he can (for example) make a move
from 4 to anyone of the circles I, 2, 3, 5, 6, or 7, (provided that the
circle is not occupied by a dwarf). Then it is the dwarfs' move again,
and so on.

The dwarfs have won when they have caught the giant, that is,
when they have him encircled on circle 8; the dwarfs will then be
occupying circles 5, 6, and 7. If they do not succeed in encircling the
giant, they lose. This does not require the giant to break through.
If a position arises in which the giant and one of the dwarfs both
continue to make forward-and-backward moves (repetition ofmoves),
this is regarded as a win for the giant. A repetition of moves is con­
sidered to have occurred when the same position has arisen three
times in succession.

If the giant manages to break through the line of dwarfs, this gives
him a double win.
171. CoD1parison with wolf and sheep. The game of dwarfs
reminds one of wolf and sheep to some extent, because encirclement
is the object of both games. The new game has, however, a quite
different nature, because in wolf and sheep the wolf has to break
through, to win, whereas a win by the giant will come from a repetition
of moves, in a vast majority of cases. The dwarfs have to play very
badly indeed if they are to give the giant an opportunity to break
through, and consequently a double loss practically never occurs.

So the task of the dwarfs is not just to prevent the giant from
breaking through, but to take care that they prevent a breakthrough
without producing a repetition of moves. If the dwarfs make a mistake
that gives the giant an opportunity to break through, they suffer
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immediate and evident damage from the reply by the giant, and they
will not readily make such a mistake a second time. However, if they
make a mistake that leads to a repetition of moves, the damage
becomes evident only after the delay of a couple of moves, and then
it is very difficult for the dwarfs to see what their actual mistake was;
as a result, they are likely to make the same mistake or a similar
mistake again, on another occasion. Besides, the moves that do the
mischief are usually very natural ones. This is why the game of dwarfs
with its 8 circles is a much more difficult game than the game of wolf
and sheep with its 50 squares. Considering the simplicity of the game
(in the matter of its design) and the very limited number of circles
of the board, it is indeed surprising how difficult a game it is to play.
This is what makes the game of dwarfs such an attractive game.

What we have said shows that the game of dwarfs has much of the
nature of a game of timing. In this type of game you have to take care
not to be the next to move when certain positions arise; hence, these
are the positions that you should attempt to set up for your opponent,
while, of course, you should try to prevent him from leaving them to
you, in his turn. The possibility that a player can change the
"opposition" is related to the fact that, in several cases, a piece can
be transferred from one circle to another, not only directly (in one
move), but also by a detour (in two moves); thus, you can go from
circle 2 directly to circle 5, or reach circle 5 after the two moves 2-4
and 4-5. In wolf and sheep this was not possible. There you had only
to watch the gaps in the line of the sheep, whereas in the game ofdwarfs
the only thing that matters is to retain or obtain the opposition, except
when the dwarfs must hasten to close a gap.
172. ReD1arks 00 correct lines of play. Before going further into
the correct modes of play, we shall make here some rather self-evident
remarks. To avoid a breakthrough by the giant (bringing a double
loss), the dwarfs should prevent the giant from occupying the central
circle 4; once the giant has reached 4, he can proceed to one of the
circles I, 2, or 3, and then he can no longer be driven back. This is
why one of the rules of the game is that the giant is not allowed to
open on 4; for then the dwarfs could only play 2-5 or 3-7 and thus
lose immediately, which would remove all interest from the game. To
prevent the giant from reaching 4 later, the dwarfs have to occupy
this circle themselves as long as the giant is not on 8; if the giant
withdraws to 8, the dwarfs can evacuate 4 temporarily, but they
should then occupy it again on the next move.
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Further, the dwarfs have to make sure that the giant cannot reach
circle 5 when circles 2 and 4 are both unoccupied (and likewise that
he cannot reach 7 when circles 3 and 4 are unoccupied, which
obviously amounts to the same thing); otherwise the giant will break
through on his next move by going to 2 or 4. This shows that the
dwarfs suffer a double loss when they occupy one of the groups of
circles 1,2,5; 1,2,6; 1,3,6; or 1,3, 7.

These rules are not nearly sufficient guidance for the dwarfs. They
serve only to prevent the giant from making a breakthrough, but the
real difficulty for the dwarfs lies in having to avoid repetition ofmoves,
which means they have to obtain the opposition.
173. Correct way of playing. When we wish to investigate the
various positions (locations jointly for the dwarfs and the giant),
assuming that it is the giant to move, we consider the game in r~verse

sequence, and start from the final position, to find whether the dwarfs
can win if they play correctly. We thus begin with advanced positions
for the dwarfs, so few moves away from the final position that the
whole of the subsequent course of the game can be worked out
mentally; these are the positions in which the dwarfs already occupy
two of the three circles 5, 6, 7.

We shall first consider a position 3, 4, 5 for the dwarfs (who do not
have the next move), and take various positions in turn, for the giant,
to determine whether the dwarfs can win, and if so, in how many
moves. Then we can use this to find the corresponding results for the
position 2, 4, 5 of the dwarfs, since this position can be changed into
3,4,5 in one move. From this, we can find the results for the position
1,4, 5, which is in its turn one move away from 2,4,5. Continuing
in this way, we can consider still less advanced positions of the dwarfs
(when it is not their move), taking various possible positions for the
giant, to determine which side wins (with correct play), and how many
moves the dwarfs require, if they are the winners. A position will be
called a winning position if the giant is to move, but the dwarfs can
win.

Knowing the winning positions, we can easily consider some given
position with the dwarfs to move, and determine whether they can
win, and if so, in how many moves. To do this, we need only check
whether the dwarfs can create a winning position in one move. When
we have investigated all positions with the giant to move, then this
will make us also able to decide whether the dwarfs can win from the
initial position, and if so, by which first move and in how many moves.
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It will turn out that the dwarfs can win, no matter which of the
circles 5, 6, 7, 8, the giant chooses for his first move. In order to
obtain an actual win, the dwarfs have to know their various winning
positions (with the giant to move). All they then need do is to ensure
that at each move they produce a winning position. Here, as in serious
science, we can say that greater insight gives less need to use memory
as a substitute. Someone who can look ahead only for a couple of moves
has to memorize a few winning positions to have adequate starting
points for his combinations, whereas a chess master is able to look
sufficiently far ahead to find the correct move without more ado.

Among the positions which give the dwarfs a win when it is not
their move, there is not a single one in which there is a dwarf on
circle 6, unless in the final position, where the dwarfs have won
already. If the dwarfs win, then 4-6 is always their last move. This
shows that the dwarfs should not occupy circle 6 before the end of the
game. Knowing this makes it easier to remember the winning positions
and find correct moves.
174. Winning positions. If the dwarfs are on 5 and 7 and on one of
the circles I, 2, 3, while the giant is on 8, this clearly gives a winning
position (that is, one where the dwarfs win when it is the giant's move).
As well as this position, it turns out that there are seven other winning
positions, provided we make no distinctions between positions that
arise from one another by reflection (with interchange of left and right,
and hence of 2 and 3, and of 5 and 7).

The seven winning positions are depicted in Figure 86 in the order
in which they are found, that is, starting with the position that is
closest to the final position. The positions of the dwarfs have been
indicated by double circles, the position of the giant by a number which
also indicates the number of moves in which the dwarfs can win. In
determining this number it has been assumed that the giant plays in
such a way that he offers resistance as long as he can, and so requires
the largest possible number of moves before he is encircled on circle 8.
In the rare event that the dwarfs have a choice between two winning
continuations, the number of moves indicated is the one for the con­
tinuation in which this number is least. For the sake of convenience
the position numbers of the circles have been omitted in diagrams
I-VII, but to aid the reader these numbers have been given again in
the small diagram at the left.

In what follows we shall indicate a giant's move by a single number,
namely the number of the circle to which the giant moves, whereas
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we shall indicate a move of one of the dwarfs by two numbers (giving
the initial and final circles).

We start with a substantially advanced position 3, 4, 5 for the
dwarfs (which of course is equivalent to 2, 4, 7); this position is
indicated in diagram 1. If the giant is on 7 and plays 8, the dwarfs win
by 4-7 in three moves; if the giant plays 6, the dwarfs win by 3-7 in
two moves. If the giant is on 6 or 8 and plays 7, the dwarfs have to
reply with 5-6, since otherwise the giant breaks through. The giant
next plays 8, after which the dwarfs play 6-7, in the hope that the

Fig. 86

giant will reply with 5, to let them win by 3-2; however, the giant
will reply with 6, after which (for example) the continuation will be
3-2,5,7-6,8,6-7,5. This gives a repetition of moves, and the giant
wins. So in diagram I a number has been placed on circle 7 only,
and this number is the largest number of moves that the dwarfs can
require for a win.

Next we consider diagram II, where the dwarfs are on 2, 4, 5,
which puts them a little further away from the final position; again
we suppose it is the giant's move. If the giant plays correctly, the
dwarfs can win only if he is on 6. By playing 7 here, the giant offers
most resistance. According to diagram I (which arises from diagram
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II in one move) the dwarfs then win by 2-3 in 1 + 3 = 4 moves. So
the number 4 has been placed on circle 6 in diagram II. If the giant is
on 7 or 8, and plays 6, the dwarfs can only play 2-3 (to keep the giant
from breaking through), whereupon the giant replies with 7 and wins
through a repetition of moves.

In the position 1, 4, 5 of the dwarfs, shown in diagram III, the
dwarfs (who do not have the move) can only win when the giant is
on 6 or on 8. In the first case, the giant has no better move than 7, after
which the dwarfs can play 1-3, to win in 1 + 3 = 4 moves. If the
giant is on 8, then 6 is his best move, after which the dwarfs can win,
according to diagram II, by 1-2 in 1 + 4 = 5 moves. So diagram III
has the number 4, placed on circle 6, and the number 5 on circle 8.

Diagram IV-VII are obtained in a similar way. Diagram IV is
derived from I and II, diagram V from I and III, and diagram VI
from I and IV. In the position of diagram VII, if the giant makes the
move 6, then the dwarfs win by 2-5 or 4-7 in 5 + 1 = 6 moves (see
diagrams II I and V, respective!y). So in the position of diagram VII,
the dwarfs can win in six moves or fewer.

If the dwarfs occupy positions that do not occur in diagrams I-VII
(so long as the dwarfs do not occupy both the circles 5 and 7), they
cannot win if it is the giant's move, no matter where the giant is
situated. This shows that in fact there is no winning position in which
circle 6 is occupied by any of the dwarfs.

We can add a less important remark here. In VII, if the giant (who
is to move) is on 3, he can make no move other than 7, after which
the dwarfs can win by 2-3 in seven moves. However, this situation
cannot arise from the initial position, which is why no number has
been placed on circle 3 in diagram VII.
175. Positions where the dwarfs are to m.ove. From the diagrams
I-VII of Figure 86, we can consider the same positions of the dwarfs
but with the dwarfs to move, and determine for which positions of
the giant the dwarfs can win (see diagrams A-G Figure 87). These
positions of the giant have been indicated by box symbols; within the
box we have indicated how many moves the dwarfs will need for a
win (when the giant puts up as persistent an opposition as possible),
adding the first move of the dwarfs, in parentheses. For example, if
the giant is on circle 6 in diagram C, the dwarfs create position II
(Fig. 86) by playing 1-2, and win in 1 + 4 = 5 moves (or in four
moves if the giant, by going to 8, offers less resistance).

In cases A-F, the dwarfs have only one good move, provided that
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in case F with the giant on 8 we make no distinction between the
moves 4-5 and 4-7, which are mirror images of each other. In case G,
however, the dwarfs have two winning moves, which have been
indicated; if the giant is on 6, the dwarfs have their quickest win
(in I + 4 = 5 moves) by 2-5, through which diagram III arises, but
also another win by 1-3 in I + 6 = 7 moves (see diagram VI).

Fig. 87

In diagram H the dwarfs are in the initial position. If the giant
occupies circle 8, the dwarfs win by 2-5 (or 3-7, which amounts to
the same thing), through which diagram V arises, giving a win in
I + 5 = 6 moves (assuming the best possible defense by the giant).
If the giant occupies 6, the dwarfs create position VI by playing 1-4,
and win in at most I + 6 = 7 moves. If the giant opens on circle 5,
the dwarfs create position VII by playing 3-4 and again can win in at
most seven moves; if the giant replies with 6, the dwarfs win by 2-5
in six moves, and by 1-3 in eight moves (in all). This completes the
proof that the dwarfs can win.
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III. FURTHER CONSIDERA nONS ON THE
GAME OF DWARFS.

176. Remarks on diagrams D, E, and G. The remarks we shall
now make have no importance when play proceeds correctly. If the
dwarfs are in positions D and E (Fig. 87) they can win in three moves
by 3-7 (if it is their move) when the giant is on 8, which is why the
number 3 has been placed in this circle. This situation can only arise,
however, when both sides have played very badly, since instead of
going to 8 the giant could have occupied the central circle 4 and
broken through, whereas the dwarfs could have prevented the giant
from occupying circle 4 by doing it themselves. This is why there is no
box around circle 8 in diagrams D and E.

In diagram G the dwarfs can win by 2-3 in seven moves if the giant
is on 7. Here, too, both sides have played badly (although not so
evidently badly as in the previous case), because the giant could have
moved to 5, and could have won through a repetition of moves. This
is why circle 7 has not been boxed in diagram G.
177. Critical positions. Diagrams I-VII and A-G show that there
are four positions in which the player who has the move will lose.
These will be called the critical positions; they are shown by diagrams
I, II, VI, and VII (in which heavy lines have been used to join the
circles of the dwarfs and the circle of the giant). Each of the two
players should always try to move in such a way that he sets up a
critical position. If this is not possible for the dwarfS, they should
attempt to set up one of the winning positions III-V. As well as
doing this, the giant has to watch for the possibility of a break­
through; the opportunity for this will present itself only rarely and be
immediately obvious when it occurs, so that the giant need only keep
on the lookout for the possibility of creating a critical situation. The
giant, too, should fix these positions firmly in his memory.

If the dwarfs have occupied circle 5 and the giant is on 8, it will be
immediately obvious that the dwarfs can win by occupying circle 7. In
the remaining cases, knowledge of the four critical positions is usually
sufficient to enable the dwarfs to find the right move, even if they
cannot themselves set up one of the critical positions. In this event
they have only to move in such a way that the giant cannot break
through and cannot reply with a critical position. This shows the
dwarfs that when the giant begins on 8, they should reply with 2-5
(or 3-7), since otherwise the giant can set up one of the critical
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positions VI and VII; if the giant then replies with 6, the dwarfs
can next see that they should play 3-4, because after 1-4 the giant
could reply with the critical position I (by the move 7). In the position
1,2,4,8 (that is, the dwarfs on 1,2,4 and the giant on 8) the dwarfs
(who have to move) can see that the giant will reply to 1-3 with the
critical position VI, and to 2-3 with the critical position VII, and
that after 4-5 or 4-6 the giant will break through with 7; the two
remaining possibilities for the dwarfs (2-5 and 4-7) are correct
moves.

In all cases, knowledge of the critical positions will lead the dwarfs
to a correct move if they also know that they should not occupy circle
6 before the final position. In this way the dwarfs can quickly see that
in the position 2,3,4,8, they have to reply with 4-5 (or 4-7) because
the giant would reply to 2-5 with the critical position I.

The preceding considerations do not always serve to show the dwarfs
the move that leads to victory in the quickest way, but this is naturally
of lesser importance. When the position is I, 2, 4, 6 they reveal the
move 1-3, but not the move 2-5, which leads to success more quickly.
178. More about the correct way of playing. Diagrams A-H
show that there are various positions where the dwarfs have to make a
far from obvious move in order to keep the advantage. This is what
makes the game so difficult for the dwarfs against an experienced
giant, however simple it may seem to a casual onlooker. The dwarfs
have a tendency to make their advance as much as possible in close
formation, to prevent the giant from breaking through, instead of
guarding against the danger that they will lose the opposition, and
be unable to prevent a repetition of moves occurring thereafter.

For the giant, the game is hopeless against experienced dwarfs, but
against less expert dwarfs his game is not so easy, either. The giant is
inclined to move towards a gap in the line of the dwarfs, even when it
can be easily seen that he will arrive too late, and that they can close
their gap in time. By playing in this way, the giant virtually forces the
dwarfs to make the correct moves, instead of disregarding the break­
through (something which will in any event succeed only when
there is very bad play by the dwarfs), to aim at capturing the opposition.
The giant often can seize the opposition by making a retreat to circle
8, which makes it harder for the dwarfs to see the move which will let
them retain the opposition.
179. Trap moves by the giant. The best prospect for the giant, who
must lose if his adversaries play correctly, is to demand a long run of
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moves (including some improbable-looking moves) from the dwarfs,
in the hope of taking advantage of a wrong move by them should
this occur, to obtain the opposition (by creating one of the critical
positions I, II, VI, VII). In the following discussions such trap
moves by the giant are signalized by an exclamation point, likewise
the correct replies that the dwarfs should make. The mistakes into
which the dwarfs may be provoked by the giant's ingenuity are
signalized by question marks.

How the dwarfs can avoid the traps, and win:

5, 3-4!, 6, 1-3, 8!, 4--5!, 6!, 3-4!, 7,2-3,8,4--7,6,3-4,8,4--6;
5, 3-4!, 6, 2-5,7, 1-3,8,4-7,6,3-4,8,4--6;
5, 3-4!, 8!, 2-5!, 6!, 1-2!, 7,2-3,8,4-7,6,3-4,8,4--6;
5, 3-4!, 8!, 4--7!, 6!, 2-4!, 5, 1-2,8,4--5,6,2-4,8,4-6;
6, 1-4!, 8!, 4-5!, 6!, 3-4!, 7,2-3,8,4-7,6,3-4,8,4--6;
8, 2-5!, 6!, 3-4!, 7, 1-3,8,4--7,6,3-4,8,4-6.

How the dwarfs can fall into a trap and lose:

5, 1-4?, 6!, 2-5,7, etc.;
5, 3-4!, 6,1-3, 8!, 2-5?, 7, etc.;
5, 3-4!, 8!, 1-3?, 6!, 2-5, 7, etc.;
5, 3-4!, 8!, 2-':'5!, 6!, 1-3?, 7, etc.;
5, 3-4!, 8!, 4-7!, 6!, 1-4?, 5, etc.;
6, 2-4?, 7!, 1-2,6, etc.;
6, 1-4!, 8!, 2-5?, 7, etc.;
8, 1-4?, 6!, 2-5, 7, etc.;
8, 2-4?, 7!, 1-2,6, etc.;
8, 2-5!, 6!, 1-4?, 7, etc.

By going through the moves, it will be appreciated how difficult
it is for the dwarfs to give the correct reply to all the traps which the
giant can set. The results we have given can provide us with the
following examples.

With a position 1,4, 5, 8 the giant (when it is his move) will not
move toward the gap in the line of the dwarfs by playing 7 (he would
arrive too late, anyway, and lose the opposition), but instead will
make a reply of 6. The purpose of this is to induce a move 1-3 (to
close the gap), which will let him obtain the opposition by the move 7.
By playing 1-2 (which also leaves them time to close the gap), the
dwarfs can retain the opposition.

This same situation will arise, for example, when the giant opens on
5, and the dwarfs have already twice succeeded in finding a correct,
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but not so obvious reply. It is quite likely that the dwarfs will go on to
give a wrong reply 1-4; however, if they give the correct reply 3-4,
the move 8 can set them another trap.

By opening on 5, the giant perhaps makes things hardest for the
dwarfs, alth/;mgh the other openings, too, give him ample opportunities
for setting traps. If the giant can manage to create one of the critical
positions 1,2,4,5; 2, 3, 4, 6; 2,4,5,6; 3, 4, 5, 7, he then has a game
which he can win.

Ifhe is playing this game a number of times in succession, the giant
(ifhe is an expert) will naturally be well-advised to open on a different
circle every time, in order to vary his playas much as possible. It will
be sufficiently clear from our discussion that the dwarfs will then need
to know the game thoroughly to beat an expert giant.

On the other hand, the dwarfs cannot bring much variation into
their play without losing their hopes of winning. In the situation
1, 2, 4, 8 the dwarfs have two correct replies (2-5 and 4-7), from
which they will not always make the same choice, to avoid giving
away the secrets of their strategy. The same is true for 1,2,4,6, where
2-5 and 1-3 are the correct replies; the dwarfs will preferably choose
the latter move, because this increases the number of moves needed
to finish the game, and then there is less chance that the opponent
will remember the appropriate sequences of moves.
180. COD1parison of the gaD1e of dwarfs with chess. The game
of" catch the giant" shares one characteristic with the game of chess,
though in other respects there is no comparison between the two games.
The common feature is the one which has been referred to as the
"opposition," and this constitutes a particular aspect of chess which
forms one of the many facets of this splendid game.

Especially in endgames which involve only pawns (apart from the
Kings), the whole essence of the game is often the preservation or
recapture of the opposition.

This is a matter ofsuitable maneuver of the King; for the King can
affect the opposition in view of the fact that he can go to an adjacent
square in one move, but can also take two moves, with an identical
result.

In such endgames, even if they are of simple construction in the
sense of having only few pieces on the board, it is often difficult to find
the correct way of playing by analysis (let alone by unaided mental
effort).

There are various situations where a loss is inevitable when you
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lose the opposition and your opponent makes no errors. Loss of the
opposition often arises from a bad move of the King at a stage where
this has consequences impossible to foresee (or extremely difficult to
foresee). The bad position can also be the result of considerations
which should have been taken into account when there were still
other pieces on the board.

However, there are also cases where the King has lost the opposition
but can maneuver in such a way that he regains it, for example by
returning to his starting point in three moves, describing what is called
a triangle as he does so. If the opponent's King cannot do the like,
because he is confined so that he can only move to and fro, this
produces the same position as the original one but with the other side
to move. We had intended to devote a later chapter to the considera­
tion of chess as a game of timing (or opposition game) but we have
had to forgo this for lack of space.

Although the game of dwarfs does not allow the opposition to be
captured compulsively in the same way as this can occur in chess,
but only by tempting an opponent to make incorrect moves, it still
seems to me that the game of dwarfs ought to arouse interest in chess
circles.

This was also the opinion of our Dutch compatriot, the inter­
national chess-champion Dr. Max Euwe, to whom I showed the game.
He could not possibly have seen the game before, for it had just been
invented. I expected him to discover the correct replies which the
dwarfs should make to the various possible openings by the giant, and
indeed he did this in his head (without touching the pieces) in about
15 to 20 minutes, a feat that only few will be able to repeat.

On the other hand, the fact that Dr. Euwe required more than a
quarter of an hour will certainly show that the game of dwarfs is far
from childishly simple, even if it may look otherwise to an onlooker
who watches others while they play it. Dr. Euwe told me that he
thought the game of dwarfs could be extremely instructive for
beginners in chess, and very suitable for illustrating the concept of
the" opposition."

IV. MODIFIED GAME OF DWARFS

181. Rules of the game. We modify the game of §170 to the effect
that a new circle is introduced at the intersection of the lines 2-3 and
1-4. The board then becomes entirely symmetrical, as is evident from
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Figure 88, where the numbering of the circles has been adapted to the
inclusion of the new circle.

Ifthe game is played a number of times in succession, itis proper that
the two players should take alternate turns to be the giant. With the
game of §170 this would require the board to be turned every time;
the modification now introduced makes this unnecessary, because of
the symmetry.

For the rest, the newly added circle does not involve any modifica­
tion in the rules of the game. A player is allowed to move only to an
adjacent circle, so a single move cannot move a piece from 2 to 4, or
from 1 to 5; he is allowed, though, to move (for example) from 2 to 3,

Fig. 88

or from 3 to 2. Here, too, a dwarf cannot go directly backwards or
diagonally backwards. The dwarfs are initially on the circles 1,2, and
4. Then the giant occupies anyone of the six remaining circles. The
dwarfs win when the giant is encircled on 9. If there is a continuous
repetition of moves, the giant has won (and he has a double win ifhe
breaks through). It is not necessary to forbid the giant to open on the
central circle 5, because the dwarfs can prevent a breakthrough by the
reply 1-3.
182. Winning positions of the lDodified gaDle. The game of §181
is investigated in entirely the same way as that of §170, namely by
beginning with the most advanced positions of the dwarfs, and then
considering less advanced positions several times over. Apart from
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the positions in which the dwarfs occupy circles 6 and 8, there are
seven winning positions (in the sense that the dwarfs win when it is
the giant's move: positions which correspond by reflection are again
considered to be identical), and these are shown in Figure 89.

The small diagram at the left gives a recapitulation of the scheme of
numbering of the circles. In diagrams I-VII there is a number which
indicates the circle for the giant, and also the number of moves in
which the dwarfs can win (when it is not their move). All other
positions for the dwarfs (assuming that they have not occupied both
the circles 6 and 8), will make them always lose if it is the giant's
move, no matter where he is. The positions I-III and V-VII are ofthe
critical type; here the side which has to make a move will be the loser.
183. Case in which the dwarfs have to lDove. From the winning
positions of Figure 89 we can again derive the positions in which the
dwarfs can win if it is their move. These are the positions that can be
changed into a winning position in one move. As well as the initial
position of the dwarfs (and apart from the obvious cases in which the
dwarfs have occupied the circles 6 and 8), the only positions of the
dwarfs which deserve consideration are those which also occur in one
of the diagrams I-VII of Figure 89, because otherwise the giant could
have won if he had made a different last move.

Fig. 89
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This provides the cases shown in Figure 90, in which the giant is
assumed to be on one of the circles where a box has been inserted.
Inside the box we have indicated the number of moves in which the
dwarfs can win, and, in parentheses, the first move the dwarfs have to
make to achieve this.

Fig. 90

184. Dwarfs puzzle. In diagram H of Figure 90 we observe that
the dwarfs can win only if the giant opens on circle 3; they then win
in nine moves at the most. This gives the solution to the following
puzzle, which we shall call the dwarfs puzzle:

In the game of§181, where should the giant open in order to allow
the dwarfs to win?

From diagrams A-H we see further that the dwarfs always have
only one correct move, provided that in the initial position H we make
no distinction between the moves 2-5 and 4-5, which are mirror
images each of the other. This means that when they are able to win,
the dwarfs can exert no influence on the number of moves which they
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will require. However, if the giant does not put up a strong enpugh
defense, the number of moves can become smaller than the number
which is indicated in the diagrams.

If the giant opens on 3, the best sequence of moves is 3, 2-5, 2, 4-3,
6, 1-2!, 9!, 5-8!, 7!, 2-5!, 6, 3-2, 9, 5-6, 7, 2-5, 9, 5-7. The giant's
moves indicated by an exclamation point will not lead to a win, it is
true, but the move they require from the dwarfs is less obvious. If the
dwarfs make another move, they lose, thus:

3,2-5,2,4-3,6, 1-2!, 9!, 5-8!, 7!, 3-5?, 6, 8-7, 9, 2-3, 6, 3-2, ... ;
3,2-5,2,4-3,6, 1-2!, 9!, 2-6? (3-4? would be followed by 7), 7!,

3-4, 8, 6-7, ... ;
3,2-5,2,4-3,6, 3-2?, 7! (9? would be followed by 2-6!), 2-3 (the

dwarfs see their mistake and hope that the giant will play 6 or 8 and
let them reply with 1-2 or 1-4, respectively), 9!, 1-2,8,3-4, 7 (9 is
also correct), 2-6, 8, ... ;

3,2-5,2,4-3,6, 3-2?, 7!, 2-6 (1-3 would be followed by 8,3--4, 7,
and so on, and 1-4 would be followed by 9! and then 2-6, 8 or 4-3,8 or
5-6, 7), 9! (8? would be followed by 1-4), 1-3 (tempting 8), 7!, 3-4,
8,6-7, ... , and so on.

Where "and so on" has been inserted, this implies a repetition of
moves.
185. Remark on diagrams A-H. In diagram D of Figure 90 the
dwarfs (who are to move) will also win if the giant is on 9; they win in
three moves by playing 4-8; so the number 3 has been inserted in
circle 9. However, this case is of no importance, since the giant,
instead of going to 9, could have occupied the central circle 5 and in
this way could have broken through the line of dwarfs. Hence, this
case can arise only if there is very bad play by the giant; the dwarfs,
too, must have played very badly, because they could easily have
prevented the giant's breakthrough. This is why we have not put a
box on circle 9 in diagram D.

This indeed is also why we made no mention in §183 of positions in
which the dwarfs are to move and can win only because the giant's
last move was wrong. As an example of this we take the case in which
the dwarfs are on 2,3,4, and the giant on 6 or 8 (or the giant on 9, in
which case he has missed a chance to occupy circle 5 and to break
through); the dwarfs can then win by 4-5 or 2-5, respectively (or
by 2-6 if the giant is on 9). Another example (again needing bad play
by the giant) has the dwarfs on 2, 4, 5 and the giant on 6 or 8; in this
position the dwarfs win by playing 4-8 or 2-6, respectively.
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186. Other opening Dloves of the giant. In the game of §181 the
main difficulty for the giant lies in choosing the circle which he should
occupy at the beginning of the game. But even if he chooses a good
starting point, that is, one of the circles 5, 6, 7, 8, 9, he still has to be
on constant watch to give correct replies to trap moves made by the
dwarfs, as appears from the following games:

5, 1-3, 7! (6? would be followed by 4-5!), 3-5 (2-5 would be
followed by 6), 9! (6? would be followed by 4-8!), 5-6 (2-6 would
of course be followed by 8), 7! (8? would be followed by 2-5 I), 2-5,
8, ... ;

6,2-5 (tempting a move 2?), 7! (9? would be followed by 4-8!),
4-3, 9! (6? would be followed by 1-2!), 3-2 (1-2 would be followed
by 6 or 8), 8, 1-4, 7, 2-6, 8, ... ;

7,2-5, 6! (8? would be followed by 1-3 and 9? would be followed
by 4-8!), 1-2, 7, ... and so on; 9, 1-3, 7! (6? would be followed by
4-5!), 3-5, 9! (6? would be followed by 4-8),5-6, 7!, ... ;

9, 2-5 (after 2-3, any reply by the giant would be correct), 6, 1-2,
7, ....

V. THE SOLDIERS' GAME

187. Rules of the gaDle. The games of§§170 and 181 are simplifica­
tions of the so-called soldiers' game, which was published in a French
military magazine in 1886, when it attracted much attention because
its simplicity of design is coupled with an extraordinary variety of
possibilities which make it a substantially more difficult game than
the games of dwarfs of §§170 and 18i.

The soldiers' game is played on a board with eleven circles, as shown
inFigure 91. Three white pieces are placed on circles 1,2, and 4, after
which a black piece is allowed a choice of one of the eight remaining
circles. White wins if he manages to encircle Black on 11; otherwise
White loses. For the rest, the rules are the same as for the games of
§§170 and 18i.

The increase in the number of circles makes it an extremely
difficult matter to arrive at a comprehensive view of the game without
making a preliminary analysis. This will establish that White can win,
no matter on what circle Black chooses to open the game.

However, this can indeed become an extraordinarily difficult task
for White if Black makes several retreats to the circle Ii. White then
need not be concerned to prevent a breakthrough by Black, and if this
is all he considers, White has a choice of several moves; there are some
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positions where only one of these moves will allow him to retain the
opposition.

Because this strategy forces White to make a larger number of
moves, there is a fair chance that he will lose the opposition and there
will be a repetition of moves, if Black plays correctly, all the more so
since in many cases the moves that will allow White to retain the
opposition are far from obvious ones.

Fzg.91

188. Winning positions. To be sure of following correct lines of
play, White must be aware ofa number ofwinning positions (positions
in which White will win, or more accurately can win, if it is not his
move), since these are the positions that White should aim at producing.

These positions, which are found by the same principle as before
(starting out with the final situation) are shown in Figure 92 (where
winning positions that White does not need are omitted); Black's
circle has been indicated by a number which also serves to give the
number of moves in which White can win, while the double circles
indicate the positions of the white pieces.

From the initial position, White can attain one of the winning
positions of diagram 17, unless Black opens on circle 6. If Black
begins with 6, White can secure one of the two winning positions
which are indicated in diagram 18, and this is true also when Black
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Fig. 92

opens with II. This makes it clear that White can indeed win against
every opening move by Black, in at most 14 moves (14 moves if Black
opens on 3, and 12 moves otherwise).

Among the winning positions there are some of the critical type, in
which the player who has the move will be the loser. These positions
have again been indicated by using heavy lines to connect the circles
for the white pieces and the circle for the black piece.
189. Course of the game. To playa successful game, all that White
has to do is to keep securing one of the winning positions of Figure 92.
The best course for Black is to make his moves in the way which keeps
making White need the largest possible number of moves for a win,
since this gives White a larger number of opportunities to make a
mistake, and likewise involves him in a need to make several transverse
moves (for instance, from 2 to 3 or from 8 to 9), something which he
may overlook in pressing onwards to his goal.
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We shall now set out the sequences of moves for the six possible
opening moves of Black, on the assumption that White and Black
will always choose their moves with the respective aims of curtailing
and prolonging the game as much as possible. IfWhite has only one
correct move, and this a very obv;.ous one, we have signalized this by
attaching an exclamation point. Each move by White is followed by
parentheses which enclose a reference number for the associated
winning positions (Fig. 92).

8,4-6 (17),11, 2-5! (15),9, 5-8! (14), II, 8-9! (13),8,1-2 (6),
11, 2-3! (5),8, 9-1O! (3),9,3-2 (2), 8, 2-5 (1),11,6-8,9,5-6,11,
6-9 (12 moves);

6,1-3 (18),8 or 10, 4-6! (12),9, 3-4! (II), 11, 6-9! (9),8,4-6 (6),
and so on (12 moves) ;

6,1-3 (18),8 or 10, 4-6! (12),9, 3-4! (11),8 or 10,4-7 (10),11,
6-8! (7),9, 7-6! (4), 10,2-3 (3), and so on (12 moves);

5,4-6 (17),8,2-5 (15),9, and so on (12 moves);
5,4-6 (17),8, 1-3 (12), and so on (12 moves);
9, 4-6 (17), 8 or 11, and so on (12 moves);
9, 4-6 (17), 10, 1-3 (12), and so on (12 moves);
11, 4-6 (17), 8 or 10, and so on (12 moves);
11, 1-3 (18),8, and so on (12 moves);
3,2-6 (17),2,4-3 (16),5, 3-2! (17), and so on (14 moves).
The phrase" and so on" indicates that an equivalent position has

been discussed earlier in the list.
Black can prolong the game the most by beginning on circle 3. Yet

this is not a way for him to make things more difficult for White,
because it virtually forces White's first two moves. Black can also play
in a way which allows White to win in a smaller number of moves,
which require White to set up the winning position 8 (which has not
yet appeared in our sequences of moves), as in the following example:
6, 1-3 (18), 8 or 10, 4-6 (12), 11, 6-10! (8), 8, 2-6 (3), and so on
(9 moves).

The previous results will show us how easy it can be for White to
lose the opposition. When Black retreats repeatedly to circle 11, the
game becomes extremely difficult for White, and something which is
beyond the mental analysis even of a great chess master.
190. Other winning positions. Apart from the winning positions
shown in Figure 92, there are other winning positions for White
(when it is not his move), as indicated in Figure 93. By making use of
these further positions (which in several cases increase the required
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number of moves), White can make it still more difficult for Black to
discover the correct way of playing.

The last diagram shows that White could reply with 2-3 (or 4-3)
to each of Black's opening moves (except 3); but this would not break
any new ground. Furthermore, in the position 3, 6, 9, 8 (with Black
on 8) White can reply with 3-2, which does not get White anywhere
forward, either, because this is followed by II, 2-3, 8. So there should
be a stipulation that White becomes the loser when the same position
has occurred three times, say. White has to play still more carefully
if there is a stipulation that he becomes the loser when the same
position has arisen twice over.

Fig. 93

191. Modified soldiers' game. We modify the soldiers' game of
§187 by requiring White to move everyone of his three pieces, in any
order he likes, whenever it is his turn to play. White's goal is to
encircle Black on circle II, which requires the White pieces to be on
the circles 8, 9, 10. Even in his last play, when Black is on II, White
has to move everyone of his three pieces in order to win; if White
reaches the final position by moving one or two of his pieces only,
this makes him the loser. Initially the white pieces are placed on
circles 1,2, and 4, and the black piece on any other circle, after which
it is White's move. Now the question is: What initial positions of
Black's piece will allow White a win, and how will White obtain this?
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Black begins by occupying any circle he cares to choose. However,
Black should be forbidden to begin on 3 or on 6, because failing this
prohibition he can break through immediately after White's first
move. After Black has opened on one of the circles 5, 7, 8, 9, 10, II,
the game is not always an easy one for White (who can always win
as we shall see) in spite of the fact that the end will come after six
moves at the most. This makes the game a very interesting one indeed.

Black makes it hardest for White by choosing 8, 9, or 10, as his
starting position. White then has only the following way to win, in 6
moves: 8, 9, or 10,2-3-6, 11,2-5-6 (of course, 4-6-7 is also correct),
10, 5-6-7, 9, 5-6-8, 10, 6-7-9, II, 8-9-10.

White's move has been indicated each time by giving the three
circles which are occupied by the white pieces at the finish of their
move; it is easy to see in what order the pieces have to be moved, to
put them in their indicated positions.

With any other defense by Black, White can win in a smaller
number of moves. If Black replies to 9, 2-3-6 with either 8 or 10,
White then plays 5-6-7 and wins in 5 moves (in all). If Black replies
to 8 or 10, 2-3-6 with the move 9, White then plays 5-6-8 and wins in
four moves (or in three moves if Black continues with II). With 8,
2-3-6 or 3-4-6, if Black makes the move 5, the continuation is then
2-6-10,8, 5-6-9, and White wins in four moves (in total, as before).

White wins in five moves if Black begins on II. White then has a
choice between 2-3-6 and 2-5-6 (or between 3-4-6 and 4-6-7, which
comes to the same thing). If Black then replies with 10, which is the
best he can do, White wins by 5-6-7 in five moves; if Black replies
with 9, White wins by 5-6-8 in four moves; and ifBlack replies with 8,
White wins by 5-6-9 in three moves.

White wins in three moves if Black opens on 5, by playing 2-3-6
followed by 5-6-9.

This shows that an opening move 2-3-6 by White is correct for
every opening move of Black (when Black is not allowed 3 or 6),
provided that a reflected move 3-4-6 is substituted when Black
opens on 7.



Chapter XI:
SLIDING-MOVEMENT PUZZLES

1. GAME OF FIVE

192. Rules of the galDe. There are five numbered cubes in an open
box. The box has room for just six such cubes, so there is a vacant
space which allows the cubes to be moved around. They may not be
taken out of the box in the course of the puzzle, when the problem is
to make sliding movements of the cubes in such a way as to change a
given initial position (for example, the one in the bottom diagram
ofFigure 94) into a given final position (the one in the upper diagram).

Fig. 94

We shall specify a position by listing the numbers in the first row,
taken from left to right, followed by the numbers in the second row,
taken from right to left. We shall call this the symbol of the position.
For our two diagrams, the symbols are 12345 and 31524. The location
of the vacant space is immaterial, and this can be chosen arbitrarily
so long as the order of the numbers is not altered. It will be evident,
also, that the important consideration is the cyclic order of the numbers,
which assumes the last number to be followed by the first one over
again, for cyclic movement of the cubes can change the position from
31524, say, to 15243,52431,24315, and 43152.

Readers will find later explanations easier to follow, if they cut out
five small cardboard squares and number them. A container suitable
for these squares can be easily imagined.

245
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193. SOlDe general advice. Without moving a cube from above to
below, or in the reverse direction (hence, without changing the symbol
of the position), we can place two cubes against the left-hand side of
the box (if they are not there already). This then allows us to give a
cyclic permutation to the three remaining cubes. This produces a
cyclic permutation of the middle three numbers in the position symbol.

By alternately making cyclic permutations of all five numbers and
of the middle three numbers, we can transform one ofour two positions
into the other, thus; 31524-15243-12453-24531-23451-12345.

It is always possible to bring any desired numbers into the first
three places (the first three numbers of the symbol). To prove this,
we may safely assume 12345 to be the desired final position. We can
locate the 1 in the first place (that is, the upper left-hand corner) by
cyclically permuting all five numbers. Bringing the 2 into the second
place (that is, to the right of the 1) is the most difficult when the 2 is
the last number in the symbol. The transposition of 2 takes place as
follows: labc2-abc21-ac2bl-lac2b-12abc; here the letters a, b, c
represent the numbers 3, 4, 5 in some order. Here, as before, the
alternate steps are cyclic permutations of all five numbers and of the
middle three numbers. If the 3 did not end up in the third place, it can
be transposed to this place in one of the following ways: 12a3b-2a3b1­
23bal-123ba or 12cd3-2cd31-23cdl-123cd.

Ifa = 5, b = 4, or c = 4, d = 5, then the desired final position has
been reached. If a = 4, b = 5, or c = 5, d = 4, it is impossible to
reach that final position, as we shall see in §195.
194. Moving a single cube. The symbol of a position for the cubes
is some permutation (see §126) of the numbers 1, 2, 3, 4, 5. Every
time a lower number is preceded by a higher number (whether
immediately or not), we call this an inversion, so that, for example,
the permutation 31524 of §192 involves four inversions. According as
the number of inversions is even or odd, we speak of an even or odd
permutation. Two even permutations are said to be of the same parity,
or similar, and the same is said of two odd permutations.

When a cube is moved, the parity of the permutation does not
change. This is immediately obvious for cases where the cube is
moved horizontally, or along the third vertical row (on the extreme
right), because when this is done the symbol of the permutation is
unchanged.

Ifwe move a cube along the middle vertical row, it passes over two
other numbers in the symbol (those of the extreme right-hand cubes) j
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SO it happens twice over that an inversion either arises or disappears,
and hence the permutation remains of the same parity. For instance,
if we move the number 2 up, in the lower diagram of Figure 94, then
2 passes over the number 1, which makes an inversion arise, and it also
passes over the number 5, which makes an inversion disappear; this
is evident in the permutation, which changes from 31524 to 32154.

Ifwe move a cube along the first vertical row (on the extreme left),
it passes over four other numbers, so that now, too, the permutation
remains of the same parity. For instance, if we move the number 1
down, in the upper diagram of Figure 94 (changing the permutation
12345 into 23451), four inversions then arise.
195. Condition for solvability. The conservation of the parity of
the permutation shows immediately that we cannot get from one
(initial) position to another (final) position if the corresponding
permutations are dissimilar. If they are similar, and ifwe have brought
the desired numbers in the first three places (which can always be
done, according to §193), then the two other numbers will auto­
matically be in the correct order; if they were reversed, a permutation
would have arisen in which there was either one inversion more or one
inversion less, than in the desired final position, and this would be
dissimilar to the permutations of the initial and the final positions.
This shows that we can move from one position to the other if the
corresponding permutations are similar, and that otherwise we cannot
make the necessary transformation.

We see also that it is not possible to reach the final position if we
have brought the desired numbers to the first three places only to find
that the two other numbers are then reversed. This then implies that
with a given initial position there are just as many positions obtainable
as unobtainable. Out of the total of 5! = 5 x 4 x 3 x 2 x 1 = 120
permutations (see §126), there are 60 which can be achieved and 60
which are impossible. The permutations that can be reached from the
position 12345 are: 12345,12453,12534,13254,13425,13542, 14235,
14352, 14523, 15243, 15324, 15432, and those that arise from these by
cyclic permutation.

II. EXTENSIONS OF THE GAME OF FIVE

196. SODle results sUD1D1arized. The game of five can be general­
ized by making the two rows of cubes longer, again in such a way that
there is one vacant space. As an example we take a box measuring 2
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half of the wine in one of the jugs, the goal of the puzzle of §206 can
also be achieved in six decantings, by beginning with 350; this then
also gives the least amount of wine to be decanted. With the puzzle of
§207 in the modified versions we reach the goal most quickly by
beginning with 570; half of the wine is then in the middle jug after 10
decantings.

With the modified version it is not necessary for the middle jug to
be bigger than half the largest. If the jugs have capacities of 8, 3, and
2, then we can measure out 4 liters in three decantings as follows:
800-602-620-422. With jugs for 10,4, and 3 liters we reach the goal
in four decantings, thus: 1000-640--613-91 0-901-541.

Finally it may be noted that ineffective decanting can never spoil
things to mch an extent that the division into two equal parts can no
longer be achieved, since we can always pour back all the wine into
the biggest jug. Of course, we then have to decant needlessly often.
209. Changes of the three jugs. Ifwe replace the jugs by others, it
makes no sense to take fractional numbers, because in that event we
can eliminate the fractions by assuming a smaller unit (lj41iter, say).
We can also avoid having all three numbers divisible by a number
greater than 1; for example, we can reduce 24, 15, and 9 liters to the
numbers 8, 5, and 3, which are three times as small, by taking 3 liters
as the unit.

We require the wine (which initially fills the largest jug entirely) to
be divided equally between two of the jugs. For that purpose, the
largest jug should be even (that is, should contain an even number of
liters) and the middle jug should have a capacity in excess of half the
capacity of the biggest jug (it could be equal to half this capacity, but
then there would be no fun in the puzzle, since the goal could then be
reached by decanting only once).

From a situation in which one of the jugs contains at least as much
wine as the capacity of the smallest measure, it is not possible in one
decanting to create a situation in which each of the three jugs contains
less wine than the capacity of the smallest jug. So a situation with the
latter property cannot arise at all. Hence, if the wine is to be divided
into two equal parts, the smallest jug must have a capacity less than
half that of the biggest one.
210. Further relDarks on the three-jug puzzle. Suppose that the
capacities of the two smallest jugs (in liters) are both divisible by 5,
say, when we can assume that this is not true for the largest jug. Of the
three amounts of wine (in liters), two are then always divisible by 5,
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when we consider 0 to be a number which is divisible by 5. In the
desired final position, however, it is only the empty jug which has an
amount of wine which is divisible by 5. Hence, if the final position is
to be attainable, the capacities of the two smallest jugs must be
represented by mutually prime numbers, that is, numbers that have
no common factor greater than 1. We illustrate this with the case of
jugs with capacities of 12, 10, and 5 liters. The corresponding tree is:

1

-0 10 2-10 02-10 20
-2 10 0-

-255
1200-

1

-075-570-525
- 705-

-750

Any extension of this would only produce situations that have
appeared before. It includes all the positions for which at least one
of the jugs is full or empty and two of the three numbers of liters of
wine are divisible by 5, and no positions of any other type.

If the capacity of the largest jug is equal to or greater than the sum
of the capacities of the other two jugs (as in §§206 and 207), then the
various possibilities will display branching only at the first decanting
(into the middle or into the smallest jug).

If the capacity of the largest jug is less than the sum of the two other
capacities, then the possibilities also branch at the second decanting,
but not again after that. We illustrate this with the example of jugs
for 12, 9, and 5 liters:

,
-093-903-930-435-480

-390-
-345-840-804-084-480

1200-

1

-075-570-525-1020-10 02-192-165-660
-705-

-750-255-291-11 01-11 10-615-660

It is not possible to reach other positions. The positions concerned
include all the positions in which at least one of the cans is empty
or full.
211. Decanting puzzle with four jugs. We now take four jugs
with capacities of9, 5,4, and 2 liters (Fig. 103). The biggest jug is full
of wine. By decanting repeatedly, always with the complete filling
or emptying ofa jug, we have to divide the wine into three equal parts,
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in as few decantings as possible. If we pour from one jug into two
others, or from two jugs into a third, then each of these counts as two
decantings.

Fig. 103

This causes more branching in the tree, because there are more
possibilities every time. By constructing the tree, we find that the goal
can be achieved in six decantings, and in four ways:

~5400-1440-1530-1332"

5040 .......
900~ "3042 ~3330

7002~ '3240-3510-3312~
7200/

We can reach all situations in which at least one of the jugs is full or
empty. The situation 5031 requires the largest number of decantings,
namely, eight; by decanting eight times, this situation can be reached
in seven ways, thus:

~1440-1530-1332-1341-5301

540~ "~5040~ ~3402-3501-3141-3132-5130-5031
9000 3042 /

"7002~ "3240-3510-3312-5310-5301
......7200/

212. Another puzzle with four jugs. We take the same puzzle as
that of§211, but with jugs for 9, 7,4, and 2litres (Fig. 104). In eight

Fig. 104
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decantings (and not sooner) the wine can be divided into three equal
parts, and that in three ways, as follows:

3510-3312,
9000-5040-5400-1440-1710-1512~1530-1332-3330

"-....1701-1341/

In each of these ways the same amount of wine (23 liters) has to
be decanted.

All positions can be reached in which at least one of the jugs is full
or empty. The situations 3132 and 5130 require the largest number of
decantings'(namely, nine). The situation 3132 can be reached in six
ways in nine decantings-in three ways via the situation 3330, and
in three ways via the situation 3141, thus:

1341-1332"

/
1701/ / 3330\

1530 3312/
1710-1512~ / 3132

/ \ "3510-3501 /
9000-5040-5400-1440-0441-0711, ~3141

'7011-7101

The situation 5130 can be reached after nine decantings in the
following four ways:

1701-1341-5301,
/ )031

1710-1512-1530-0531 "I \ 5130
9000-5040-5400-1440-0441-0711-7011-7110-511~



Chapter XII:
SUBTRACTION GAMES

1. SUBTRACTION GAME WITH A SIMPLE OBSTACLE

213. Subtraction gaines in general. Two persons, John and Peter,
play the following game: John begins by mentioning not too small a
number. Peter has to diminish this number by subtracting some
number, which we shall call his deduction. After that, John has to
make some new deduction from the number Peter produced, after
which it is Peter's turn again, and so on. The deductions available to
Peter and John each time must satisfy certain conditions (rules of the
game). The subtractions must not produce negative numbers (that is,
numbers which are less than zero). A zero result calls for the use of
an agreed rule for determining the winner and the loser.

The game may also be played as an addition game; in this event
the total of successive additions is not allowed to exceed a certain
number, 100 say. Ifwe replace every cumulative total by the number
that indicates its difference from 100, the addition game becomes a
subtraction game. This shows that we may limit our consideration to
subtraction games.

The subtraction game can also be considered as a match game to be
played with one pile, which John and Peter have to reduce, by taking
turns to remove one or more matches according to some given rule. The
match games of §§99-101, therefore, can be played equally well as
subtraction games, and, conversely, match-game interpretations are
possible for the subtraction games next to be discussed.

In a subtraction game we must attempt to reply with certain
numbers, which we shall call winning numbers. For example, if we
are allowed to choose our deduction from among the numbers 1,2,3,
4, or from among the numbers I, 2, 3, 4, 5, 6, 7, in cases where
reaching °means a win, then the winning numbers are the multiples
of 5 or of 8, respectively; if°means a loss, then the winning numbers
are the multiples of 5 plus I, or the multiples of 8 plus I, respectively.
If the deductions can be chosen from among 1,2,3, ... ,9, where °
means a win, the winning numbers are 10, 20, 30, and so on; even if
Peter is not an expert at the game and is not sufficiently intelligent to
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owins

oloses

find these numbers himself, he will immediately notice the regularity
in John's replies.
214. Subtraction games with obstacles. In the example mentioned
in §213, the correct way of playing for John, once he is in a winning
position, is to choose that deduction which would have to be added to
Peter's last deduction, to turn it into the number which is one unit
greater than the largest allowable deduction. For instance, if I, 2, 3, 4,
are the allowable deductions, John chooses a deduction which could be
added to Peter's last deduction, to give a sum of 5. We can make the
game less transparent, and thus more interesting, by prohibiting this.
Then the player will not be allowed to choose a deduction which can
be added to his opponent's last deduction, to produce a sum which is
one more than the largest allowable deduction. If this latter is equal
to 4, say, and if the reply made to 48 has been 46 (a deduction of 2),
then the reply 43 is not allowed, but only the replies 45, 44, and 42;
the deduction 3 is then blocked (because of 2 + 3 = 5), in the sense
that it is made temporarily unavailable.

Here we also have to decide whether reaching 0 means a win or a
loss, and also, what the result is when it is necessary to reply to " I
with the deduction 1 blocked." If 0 means a win, then this can be
interpreted as a loss for a player who has no move left; the most
natural arrangement, therefore, is to agree that a player loses ifhe has
to reply to 1 when the deduction I is blocked. On similar lines, we
should conclude that the same situation would count as a win, in cases
where 0 implies a loss. As an alternative, however, we could have a
provision that the rule for blocked deductions ceases to apply when it
becomes necessary to reply to 1; the reply 0 would then become
obligatory. Hence, in summary, we have the following possible
arrangements for deciding the result:

A: I is a winning reply when the deduction 1 is blocked;
B: I is always a losing reply;
a: I is a losing reply when the deduction I is blocked;
b: I is always a winning reply.

215. Winning numbers when 0 wins. Let us consider the game of
§214 with 0 winning. To be more concrete, we assume that the
deduction is not allowed to be larger than 7, so that a deduction is
blocked if it gives a sum of 8 when it is added to the previous deduc­
tion. The winning numbers are then found to he the multiples of
(7 + 2), hence of9.
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For example, ifJohn has replied with a multiple of 9, say 36, then
he can respond to every reply of Peter by replying with the next
lower multiple of 9, namely 27, except when Peter chooses the
deduction I, to make a reply of 35. In that case, John too chooses the
deduction 1 to give a reply of 34, after which Peter is not allowed to
use the deduction 8 - I = 7 which would let him reply with 27.
John, however, can say 27 after any reply available to Peter. In the
same way John can reach 18, and then 9 and O. It is immaterial here
which of the arrangements A and B of §214 is chosen because neither
John nor Peter will arrive at 1.

This way of playing for John (when he is in a winning position) is
not the only way in which he can win. He also wins when he applies
the following rule: Reply with a multiple of 9, if possible. If this is not
possible because Peter has mentioned a multiple of 9 minus I then
John's reply is immaterial. Peter cannot then reply with a multiple
of9 because the required deduction is blocked. John's next reply can
then be a multiple of 9, unless Peter has again mentioned a multiple
of 9 minus I; John's reply is then immaterial once again, and so
on. For instance, if Peter has replied with 35 to John's 36 and if
John now says 32, then Peter cannot follow it up with 27, and
John's reply can be 27 or 18, unless Peter replied with 26, and so on.
There is only one exception, namely when arrangement B of §214 has
been made and Peter says 8; in that case John should not reply I,
because Peter will follow it up with O.

With the first-mentioned strategy for John (use the deduction I
for the reply to a multiple of9 minus I), John will be sure to arrive,
after one interruption, at a new multiple of 9. However, John
would do better to take all advantage possible of the fact that
his reply is immaterial when Peter produces a multiple of 9 minus
I; when this occurs, he should vary his choice of deductions as
much as possible. John then will not need to mention so many
winning numbers, which will probably keep them hidden longer
from Peter.

It is evident that the foregoing will also apply with an obvious
modification when the largest allowable deduction is 5 or 9, say. Then
the winning numbers are the multiples of 7 and of II, respectively.
216. Winning nUlnbers when 0 loses. In the game of§214 with 0
losing, we are forced to consider the rule about reaching I with the
deduction I blocked, and it is essential to know which of the arrange­
ments a and b of §214 has been chosen. Again we take 7 as the largest
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deduction. Then, with arrangement a, the winning numbers are the
multiples of 9 minus 1 (8, 17, 26, and so on).

Ifwe assume that John was able to reply with a winning number (or
started with one), his jumps to the next smaller winning numbers
(reducing by 9) will occur in the same way as in §2l5. IfJohn wants
to arrive at a new winning number as soon as possible, he uses the
deduction 1 when he cannot reply with a winning number. In this
way, John can reach the number 8 with rule a, and the number 10,
with rule b. When John has reached 8 with rule a, he wins when Peter
replies with 1, because then John has no reply left. If Peter replies to
8 otherwise than with 1, John replies with 1; after that, Peter has to
say 0, so that he loses here, too.

IfJohn has reached 10, with rule b, and if Peter then replies with
8 or a smaller number (hence 8, 7, 6, 5,4, or 3), then John can reply
with 1, after which Peter has to say 0 and lose. If Peter replies with 9 to
10 from John, John's reply is immaterial; Peter then has to reply
with 0 or a number larger than 1 (since the deduction that leads ~o 1 is
blocked; in the latter case, John replies with 1, after which Peter has
to say 0, so that in either case Peter will be the loser.

II. SUBTRACTION GAME WITH A MORE
COMPLICATED OBSTACLE

217. Rules of the game. Again we take the ca~e in which the
deductions have to be greater than 0 and not greater than a given
number. Here we introduce the obstacle that the same deduction
cannot be applied twice in succession; that is, a player is not allowed
to use the deduction that has just been used by his opponent. We shall
speak of a 5-subtraction game, to mean that the largest deduction is 5.
This leaves scope for choosing the remaining rules of the game in any
of four different ways: 0 wins, with one of the arrangements A and B,
or 0 loses, with one of the arrangements a or b (see §2l4). Hence, we
can speak of the 5-subtraction game A, the 5-subtraction game B,
the 5-subtraction game a, and the 5-subtraction game b. To ensure
that there is proper observance of the obstacle rule (for the blocked
deductions), it is recommended that each player in turn would not
only mention the result, but also his deduction; thus, in reply to 48,
for example, he should not merely say "44," but "minus 4 makes 44;"
the other player then immediately knows that he is not allowed to
reply "minus 4 makes 40."
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218. Even-subtraction gaDle. The subtraction game of§217 is very
simple when the largest deduction is even, say 8. IfJohn is in a winning
position, he can retain it by following the strategy indicated in §213,
that is, by choosing at each turn a deduction which can be added to
the deduction last used by Peter, to the sum of 8 + 1 = 9. This is
always possible, since 9 is odd and hence the two deductions cannot
be equal.

In the case in which 0 wins, the winning numbers are the multiples
of 9. John, who begins with a multiple of 9, can always reply with a
multiple of 9, and can thus reach the number 0 eventually. By doing
this, John avoids any application of rule A or B of §214. John can
afford to make various departures from this strategy without giving
up his vict0ry; however, these departures are different in case A from
what they are in case B. For an arbitrary even value of the largest
deductions, it is difficult to give a complete account ofall the allowable
deviations. However, John need not know all these deviations to win
(once he is in a wmning position), or to make use of a mistake of
Peter, if he is in a losing position. For this, John only has to follow
this rule: Reply with a multiple of 9, if possible, and otherwise halve
the distance to a multiple of 9, to prevent Peter from attaining a
multiple of 9. There is no guarantee that this will enable John to
attain a multiple of 9, because Peter has not necessarily made a
mistake in mentioning a number not divisible by 9; however, if
Peter's reply was wrong, this strategy will enable John to take proper
advantage of Peter's mistake.

In the case where 0 loses, the winning numbers are the multiples of
9 plus 2, with rule a of§214, and the multiples of9 plus 1, with rule b.
In case a, ifJohn has started with a multiple of9 plus 2, he will finally
reach the number 2 (by making pairs of deductions add to 9 each
time). Peter then has to reply with 1 or 0, after which John has no
reply left, and therefore wins. IfJohn has started with a multiple of 9
plus 1, in case b, he finally attains 1, after which Peter has to reply
with O.

In the case where 0 loses, also, you can afford to make many
different departures from the given strategy, once you are in a winning
position. Once again, you have no need to know these to stay in a
winning position or to get there (when this is possible), for you need
only reply with a winning number, when you can, and otherwise,
halve the distance to a winning number.

What we have said will still apply when the largest deduction is
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some other even number, say 6. In that case we have to replace
"multiple of9" by "multiple of 7."
219. Odd-subtraction gall1e. For an arbitrary odd value of the
largest deduction, I have not been able to find a general rule for the
winning numbers. This does not, however, prevent us from finding
the winning numbers when we take some specified odd number, 5
say, for the largest deduction. The reader may therefore expect that
the odd-subtraction game (when the largest deduction is larger than 3)
will be much more difficult than the even-subtraction game of §218,
or the subtraction game with the obstacle of §§214-216.

This applies not only to the determination of the winning numbers,
but also to the practical application of the rules which specify strategies
by which John, who began, can win, and by which Peter can tempt
John into a mistake, to benefit from a possible error. This makes the
odd-subtraction game a much more interesting one. The 5-subtraction
game seems to me to be the most attractive one, because it is difficult
enough, and still not too complicated.

III. 3-, 5-, 7-, AND 9-SUBTRACTION GAMES

220.3-subtraction gall1e A. We consider the 3-subtraction game
with 0 winning, in which rule A of§214 applies (the player who cannot
reply loses). The strategy which, iffeasible, leads to a win, is shown in
the accompanying diagram. The first column contains the numbers

1 1
2 1, 2
3

I
3

4
5 I
6 I, 2, 3
7 3
8
9 1

10 I, 2, 3
11 3
12

to which a reply has to be given. The second column gives the
deductions that lead to a win; these we shall call the good deductions.
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The diagram indicates, for instance, that when Peter has said 7, John
can win only by replying "minus 3 makes 4." A horizontal dash
indicates that no possible reply can lead to a win. So these dashes
signalize the winning numbers; in this case these are the multiples
of4. The sequence to the right of the vertical line with the arrowheads
recurs periodically.

Because only one deduction is blocked every time, a winning answer
can always be given to a number which has two or more good
deductions next to it. A winning answer can be given to a number
with only one good deduction next to it only when that deduction is
not blocked. Thus, the winning reply" minus 3 makes 4" (to 7) can be
given only when 7 has not arisen from I°by "minus 3 makes 7"; this
makes 3 a good deduction for 10.

The foregoing also shows how good deductions can be found from
good deductions for smaller numbers. We have 1 as a good deduction
for 1. Alternatively to 2, 1 is also a good deduction for 2, since it
blocks 1, the only good deduction for 1. The only good deduction
for 3 is 3, since the deductions 1 and 2 do not block all good deductions
for 2 and 1, respectively. The number 4 has no good deductions, since
the deduction 1 does not block the good deduction for 4 - 1 = 3,
while the deduction 2 does not block all good deductions for 4 - 2 =
2, and so on. When the good deductions have been found in this
manner for the numbers up to and including 9, say, deductions for 10
are then found as follows: I is a good deduction for 10, since it is the
only good deduction of9 (for which it is blocked in view of "minus I
makes 9"); 2 is a good deduction for 10, since 8 has no good deduc­
tions; 3 is a good deduction for 10, since 3 is the only good deduction
for 7. Next, the good deductions for 11 are found as follows: I is not a
good deduction, since 10 has a good deduction which is different from
I; 2 is not a good deduction for 11, since 9 has a good deduction
different from 2; 3 is a good deduction for II, since 8 has no good
deductions. The good deductions are quickly found in this way. This
is continued until periodicity has been established.

From the diagram it is immediately evident how John, who begins,
has to play in order to win: he begins with a multiple of4, and replies,
if possible, with the next lower multiple of 4; if this is not possible
(because Peter has just used the deduction 2), then John's reply is
immaterial.
221. The other 3-subtraction gaJlles. In an entirely similar manner
we find the table of good deductions for the 3-subtraction game when
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rule B of§214 is accepted, or when 0 means a loss and one of the rules
a and b of §214 applies. Table 9 (which includes an abridged version
of the diagram of §220, with the assumption that there is periodic
repetition for the numbers to the right of the vertical lines with the
arrowheads) gives the good deductions for the four cases A, B, a, and b:

TABLE 9

owins o loses

A B a b

I 1 1 1 1 - 1 -
2 1,2 2

1:.2,3

2 - 2 1
3 I;,2,3

3 3 1,2 3 1,2
4 4 4 2, 3 4

r;, 2,3
5 5 5

r;,2,3
5

6 6 6 6
7 3 7 2 7 7
8 - 8 3 8 8 3

In the 3-subtraction game B, the winning numbers are the multiples
of5.John, who has begun with a multiple of5, should use the following
strategy in order to win: If possible, reply with a multiple of 5; if this
is not possible, then halve the distance to a multiple of5 (so a multiple
of 5 plus 4 requires a reply with the deduction 2, and a multiple of 5
plus 1 requires a reply with the deduction 3). However, John can
deviate from this and reply with a deduction 2 to a multiple of5 plus 1.

In the 3-subtraction game a, the winning numbers are the multiples
of 4 plus 2, and in the 3-subtraction game b they are the multiples of
4 plus 1. When John is in a winning position, he wins by applying the
following strategy: If possible, reply with a winning number. If this is
not possible, his reply is immaterial.

With rule A the winning numbers are different from what they are
with rule B, and with rule a they are different from what they are
with rule b. This shows that when John is in a winning position, he
cannot arrange to play in such a way as to avoid the case where he or
Peter will say 1 and by doing so will block the deduction 1 (that is,
the case where 1 is given as the reply to 2).
222. 5-subtraction galDe. Table 10 shows the good deductions in
the 5-subtraction games A, B, a, and b (these are found in the same
way as in §220 for the 3-subtraction game A). The section on the right
is a continuation of the section on the left. So we should mentally
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transfer the right-hand columns to a position under the corresponding
left-hand columns.

TABLE 10

4 3

rr5 4, 5
5

1 3
1,2,4
3 1 1,2,4
4,5 1,2,3 3
5 3,5 4,5
3 4 5

5 3
1
1,2,3 1 1
3,5 1,2,4 1,2,3
4 3 3,5

1
1,2, 4
3
4,5
5
3

11 4
12 5
13
14
15
16
17
8
9

20
21 1
22 t 1, 2, 3
23 3,5
24 4

owins o loses

A B a b

1 1 - -
1,2 2 - 1
3 3 1,2 1,2
4 2,4 2,3 3 1
5 I;, 2,3

3,4 4 1
3 4,5 5

5 3
1,4 - -

2,3 1 1,4
p,5 3,5 1,2 2,3

1
2
3
4
5
6
7
8
9

10

If °means a win, the winning numbers are the multiples of 13,
and the multiples of 13 plus 7, both in case A and in case B. For the
numbers 10 and larger, the good deductions are the same for A as for
B. John, who has begun with a winning numb«r, makes things easiest
for himself by keeping to the rule: If possible, reply with a winning
number, and otherwise halve the distance to a winning number. This
strategy makes it quite unnecessary to know whether the agreed rule is
A or B. John can also afford to make deviations from this strategy,
without giving up his winning position; these deviations (which
consist of halving the distance to a winning number, in some cases in
which John can also reply with a winning number, or of reducing that
distance by a factor of3) have been indicated in the tables by italicizing
the good deductions. When the number which demands a reply
becomes less than 10, it becomes necessary to consider whether one is
playing according to A or to B before choosing a deduction. IfO means
a loss, then the winning numbers with rule a are the multiples of 13
plus 2, and the multiples of 13 plus 8; with b they are the multiples
of 13 plus 1, and the multiples of 13 plus 8. Here, too, if John has
begun with a winning number, he will win when he follows the above­
mentioned strategy (with rule a he should count 1 as a winning number
too, except as a reply to 2). This strategy, indeed, is a very obvious
one, since halving the distance to a winning number is enough to
prevent Peter from replying with a winning number. Hence the
important point is only to know the winning numbers.
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This also holds for Peter, who is in a losing position. Peter, too, is
well-advised to halve the distance to a winning number, if possible, to
make it hard for John to retain his winning position, and to have more
hope of obtaining a winning position as a result of a mistake by John.
IfJohn makes a mistake which allows Peter to reply with a winning
number, Peter should prefer this to halving the distance to a winning
number, although that is sometimes correct, too; however, this is a
little more difficult to judge.

It may finally be remarked that for every number the good deduc­
tions are the same, for rule A, as they are with rule b for a number
increased by I. This can be seen at once from the way of determining
the good deductions (which are derived from those for 1 and for 2).
This is true for every odd-subtraction game (and indeed also for any
even-subtraction game).
223. '-subtraction gam.e. Table II shows the good deductions in
the 7-subtraction games A, B, a, and b. When rule A applies, the

TABLE 11

I
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17

o wins o loses

A B a b

1 1 - -

1, 2 2 - I
3 3 1,2 1,2
4 2,4 2,3 3
5 5 3,4 4
3,6 3,6 4, 5 5
7 7 5,6 3, 6
4 - 6, 7 7
- I 7 4
1,5 1,2,5 - -
2 3 I 1,5
3,4! 4 1,2 2
2,4 5

H.",
3,4!

5, 7 3,6,7 2,4
6 7 5,7
7 4 6
- - 7

18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38

I 1,5 4
1l,2 2 I
3 3,4! 1,5 1l,2
4,6! 2,4 2 3
5 5,7 3,4! 4,6!
3,6,7 6 2,4 5
7 7 5,7 3,6,7

6 7
I I 7
1,2,5 1l,2 I
3 3 I 1,2,5
4 4,6! 1!,2 3
5 5 3 4
3,6,7 3,6,7 4,6! 5
7 7 5 3,6,7
4 3,6,7 7

I , 7 4
1,5 1,2,5

1[2, 5
2 3 1,5
3,4! 4 2
2,4 5 3 3,4!

winning numbers are the multiples of 25, the multiples of 25 plus 9,
and the multiples of 25 plus 17. With rule B, the winning numbers
are the multiples of25, the multiples of25 plus 8, and the multiples of
25 plus 17. With rule a, the winning numbers are the multiples of 25
plus 2, the multiples of 25 plus 10, and the multiples of 25 plus
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19. With rule b, the winning numbers are the multiples of 25 plus 1,
the multiples of 25 plus 10, and the multiples of 25 plus 18. Hence,
with rule A the winning numbers are different from those with B,
and those with a are different from those with b. This shows that when
John is in a winning position, he cannot play in such a way that it is
immateria"l whether the rule is A or B (when °wins) or a or b (when °
loses).

The repetition periods for the good deductions are the same for A,
B, a, and b, but they have different starting points (which is also true
for the 5- and 9-subtraction games). In order to win, John should aim
at 9 with A, and with B, a, and b, he should aim at 17, 19, and 10,
respectively, in exactly the same manner. If John, in a winning
position, cannot reply with a winning number, it is usually, but not
always, correct for him to halve the distance to a winning number.
For this reason, the good deductions to which John should pay special
attention have been signalized by an exclamation point in the tables.
Thus, with rule A, John's correct reply to 37 with the subtrahend 3
blocked is not "minus 6 makes 31," but "minus 4 makes 33;" that is,
he should use a deduction which is not one-half, but one-third, of the
distance to the winning number 25. Because of this, Peter cannot
halve the distance to 25 (which he would have been able to do ifJohn
had used the deduction 6). In replying to 21 (still with rule A), John
should halve the distance to 9, and not that to 17; with 19, it is just
the other way round. Hence, to retain his winning position against an
expert opponent, John has to know the game thoroughly. He wins if
he keeps to the following strategy: If he cannot attain a winning
number, then he should reduce the distance to a winning number by
a factor of 3 if he can do this by subtracting 4. If this is not possible,
either, then he should halve the distance to a winning number, giving
preference to the deductions 1 and 6. This strategy applies with rule A
of§214, as well as with B, a, or b.

Peter can attempt to dislodge John from his winning position in the
following way, where we assume that rule A is applied. John 25,
Peter 21, John 15, Peter 12, John 8, Peter immaterial, John 0, where
we can imagine all numbers to be increased by a multiple of25. There
are ingenious traps concealed in Peter's replies 21 and 12 since John
would lose by replying with 19 and 6, respectively (Peter would then
say 18 and 3, respectively). IfJohn begins with the winning number
42, then Peter can lead John to 25 (without John making an error) by
a route: John 42, Peter 38,John 36, Peter 35,John 30, Peter 29,28, or
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26, John 25; all the time, here, Peter has made things as difficult as
possible for John. IfJohn begins with the winning number 34, Peter
can lead him to 25 by a route: John 34, Peter 32,30,29, or 28, John
25; then Peter has an opportunity to set the two earlier discussed
traps. All this also hold with the rules B, a, and b, provided that we
increase all numbers by 8, 10, and 1, in the respective cases.
224. 9-subtraction galDe. Table 12 gives the good deductions in
the 9-subtraction games A, B, a, and b. This table includes only those
good deductions that do not produce a winning number, since
deductions that do this can be found immediately. If a number has
no good deduction other than one which produces a winning number,
we have left it out, to keep the table shorter.

TABLE 12

o wins o loses

A B a b

2 1 4 2 1 - 1 -

6 3 6 3 2 - 3 1
8 4 10 5 12 - 7 3

10 1'5 II - 14 I 9 4
11 - 13 1 18 3 II 5
13 I 14 7 20 4, 9 12 -

14 7 15 5! 22 5 14 1
15 5! 16 8 23 - 15 7
18 9 18 9 25 I 16 5!
21 5 21 - 26 7 19 9
22 - 23 1,6 27 5! 22 5
23 6! 27 t 3,8 30 9 23 -

26 2, 5 29 4, 9 33 5 24 6!
27 8 31 5 34 ':7 2,5
28 3 32 35 6! 28 8
29 9 34 1 38 2, 5 29 3
32 35 7 39 8 30 9
341~~ 8

36 5! 40 3 33
38 39 9 41 9 35 l!
40 4,9 42 5 44 39 3,8
42 5 43 46 l! 41 4, 9
43 44 6! 50 ..j, 3,8 43 5
45 I 47 2,5 52 4, 9 44
46 7 48 8 54 5 46 1
47 5! 49 3 55 47 7
50 9 50 9 57 1 48 5!
53 5 53

l~
58 7 51 9

54 55 59 5! 54 5

With A, the winning numbers are the multiples of32, the multiples
of 32 plus 11, and the multiples of 32 plus 22; with B, the winning
numbers are the multiples of 32, the multiples of 32 plus 11, and the
multiples of 32 plus 21 ; with a they are the multiples of 32 plus 2, the
multiples of 32 plus 12, and the multiples of 32 plus 23; with b, they
are the multiples of 32 plus 1, the multiples of 32 plus 12, and the
multiples of 32 plus 23.

The good deductions which require special attention, have been
signalized by exclamation points. From the table one can derive the
correct strategy (for someone in a winning position). This consists
of halving the distance to a winning number, or dividing this by 3 (if
one cannot attain a winning number at once), giving preference to the
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deductions I and 5, and, choosing the deduction 6 when these others
are of no avail.

IV. SUBTRACTION GAME WHERE
THE OPENER LOSES

225. Modified subtraction galDe. In the subtraction games so far
discussed, the winner can always be the player who chooses a number
to open the game (assuming good play), provided he is unrestricted in
his choice of the number. We now should like to discuss a game where
the situation is precisely the reverse, that is, where the one who opens
the game should be the loser, no matter what number he may select
for his fint choice. The deductions in this game consist of the numbers
0, I, and so on, up to some limiting number, but the same deduction
cannot be used twice in succession (and no negative numbers are
allowed to be mentioned). The player who attains 0 may win or lose,
according to what is initially agreed. Hence, the difference from the
subtraction games discussed in §§217-224 lies in the fact that 0, too,
can be chosen as a deduction. If 5, say, is the largest allowable
deduction, we speak of the modified 5-subtraction game.

In this game there is no possibility that a player will find all replies
barred at some stage earlier than when he reaches 0; even with I, one
or other of the replies I or 0 can be made, for the two deductions I
and 0 cannot both be blocked.

When reaching 0 means a loss, the game proceeds very simply, and
thus has little interest. The player who does not begin replies with a
deduction 0 every time; by doing this he will win because he compels
the other player to mention a smaller number every time, which
means that finally he cannot avoid giving a reply of 0. 1

When reaching 0 means winning, which we assume in what follows,
John will begin, and then Peter will reply with the deduction 0 to
every number which has no good deduction greater than O. If there
is one, of course, then he chooses a good deduction greater than O. By
doing this. Peter always remains in a winning position. However, this
is not a sufficient rule for Peter to play the game successfully (nor for
John to make use of any mistake made by Peter), for it is necessary
to know which numbers have good deductions greater than 0, and

[' There seems to be an implicit assumption that the first player cannot use 0
for hisfirst deduction -T.H.O'B.]
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which deductions are then the good ones. These are determined in
exactly the same way as for the previous subtraction games, by
beginning with the smallest numbers.
226. Modified 2-, 3-, 4-, and 5-subtraction gaines. Table 13
shows the good deductions for the cases in which the largest allowable
deduction is 2, 3, 4, or 5 (when 0 wins). The top row indicates the
largest deduction, and the left-hand column shows the number to
which a reply has to be given. The numbers that recur periodically
have been given to the right of the double arrow.

TABLE 13

2 3 4 5

1 1 1 1 1
2 1,2 1,2 1,2 1,2
3 to

1~
3 3

4 0 4 4
5 0 0 5
6 0 3 3 3
7 0 0 0 0
8 0 0 4 4
9 0 3 3 3

10 0 0 0 5
11 0 0 0 0
12 0 3 3,4 3,4
13 0 0 to

I!14 0 0 0
15 0 3 0
16 0 0 0
17 0 0 0

In the modified 2- or 4-subtraction game, Peter, who has not
opened, replies with the deduction 0 when the number is sufficiently
large (larger than 2 or 12, respectively). In the modified 4-subtraction
game, when a reply has to be given to a number greater than 2 and
at most 12, then Peter chooses the deduction 0 if the number is
divisible neither by 3 nor by 4, and otherwise chooses the divisor, 3,
or 4, for his deduction; when replying to 12, the deductions 3 and 4 are
both good.

With the modified 3- (or 5-) subtraction game, Peter replies with
the deduction 0 when the number is not divisible by 3 (or 5), and
otherwise with the deduction 3 (or 5), provided the number is larger
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than 2 (or 12). In the modified 5-subtraction game, if the number to
which he has to reply is greater than 2 and at most 12, then Peter
replies with the deduction 0 when none of the numbers 3, 4, 5 is a
divisor of the number, otherwise he takes one of these numbers for his
deduction, in cases where the number concerned is indeed a divisor.
'n7. Modified 6-, 7-, 8-, and 9-subtraction games. Table 14
presents the good deductions when the largest deduction is 6, 7, 8, or
9. In each of these four cases, we have shortened the table by omitting
the numbers for which 0 is a good deduction (it is then the only one,
of course).

TABLE 14

6 7 8 9

1 1 1 1 1
2 1,2 1,2 1,2 1,2
3 3 3 3 3
4 4 4 4 4
5 5 5 5 5
6 3,6 3,6 3,6 3,6
7 0 7 7 7
8 4 4 4, 8 4,8
9 0 0 0 9

10 5 5 5 5
12 4 4 0 0
14 0 7 7 7
15 5 5 5 5
16 4 4 0 0
18 0 0 0 9
20 4, 5 4,5 5 5
21 to

1~
7 7

25 0 5 5
27 0 0 9
28 0 7 7 7
30 0 0 5 5
35 0 7 5, 7 5,7
36 0 0 to

1~42 0 7 0
44 0 0 0

These tables provide what we need for the direct derivation of
results like those which we detailed in §226. For example, if the largest
deduction is either 8 or 9, and if the number is larger than 35, then
in the first case 0 is the good deduction, and in the second case 0 or 9,
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depending on whether the number is not, or is, divisible by 9. If the
number is larger than 8 and at most 35, then °is the good deduction,
when the number is divisible neither by 5 nor by 7, if 8 is the largest
deduction, and also when the number is not divisible by 5, by 7, or
by 9, if9 is the largest deduction; in cases where a number is divisible
by 7, say, then this divisor 7 is a good deduction. In both cases
(largest deduction either 8 or 9) the good deductions are the same,
except that the good deduction is°in the first case and 9 in the second
case for numbers which are divisible by 9.

We find entirely similar results, but with different numbers, when
the largest deduction is either 6 or 7. According to §226, the same holds
when the largest deductions are 4 and 5, and when the largest
deductions are 2 and 3.
*228. Modified subtraction game with larger deductions. As
appears from the findings in §§226 and 227, a number can have no
good deductions different from 0, which are not included among its
own divisors. As soon as two good deductions appear for some number
which is divisible by both deductions (as 4 and 5 do for the number
20 when 6 or 7 is the largest deduction), then these deductions cease
to be good deductions for larger numbers. In consequence of this
destructive pairing of the good deductions, no good deduction, or only
one, will finally remain, depending on whether the number of deduc­
tions different from °(the same as the largest deduction) is even or
odd. The last qualification (" depending on ...") is certainly true
when the largest allowable deduction is not too large, but there is some
doubt whether it will still hold for larger maximum deductions; we
shall return to this presently.

The pairing of two good deductions occurs very early for an odd
deduction whose double is also a deduction, for a deduction, divisible
by 4 but not by 8, whose double is a deduction, and, in general, for a
deduction that contains an odd number of factors 2, and for a
deduction containing an even number of factors 2 if its double is also
a deduction.

We have seen that the only numbers that matter are the numbers in
which good deductions meet, that is, the numbers that contain more
than one good deduction as a factor. These numbers can be easily
found (as numbers that are divisible by both deductions), without
writing down the good deductions for other numbers.

Table 15 presents the numbers with more than one good deduction,
for largest deductions 10, 11, ... ,21. Nothing has been filled in
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TABLE 15

10 or 11 12 or 13 14 or 15 16 or 17 18 or 19 20 or 21

2 1,2 1,2 1,2 1,2 1,2 1,2
6 3,6 3,6 3,6 3,6 3,6 3,6
8 4,8 4,8 4,8 4,8 4, 8 4,8

10 5,10 5,10 5,10 5,10 5,10 5, 10
14 7,14 7,14 7,14 7, 14
18 9,18 9,18
36 9,12 9,12 9,12
48 12, 16 12, 16
60 15,20
63 7,9
77 7, 11

143 11, 13 11, 13 11, 13 11, 13
240 15, 16
255 15, 17
323 17, 19

when there is only one good deduction. The complete table can be read
off from the abridged one without much trouble; the good deduction
for a number is a divisor that has not yet dropped out and that does
not exceed the maximum deduction; if such a divisor does not exist,
o is the only good deduction.

The preceding results give the impression that when the largest
deduction is even, the abridged table (of numbers with more than one
good deduction) is the same as for a largest deduction given by the
next following (odd) number, this largest deduction will eventually
be the only good deduction (but only, of course, for numbers that are
divisible by this largest deduction). However, this does not hold for
still larger maximum deductions. A departure occurs for the first
time when 26 and 27 are the largest deductions, as is shown by
Table 16. If the largest deduction is 27, and ifthe number is sufficiently
large, then the good deduction (for numbers divisible by it) is not 27,
as one might think after the foregoing, but 25. However, when there
is an odd largest deduction which is a prime number, the largest
deduction does indeed become the last remaining good deduction.

It is not certain, either, that for larger maximum deductions there
will be either no good deductions, or just one, left over, depending on
whether the maximum allowable deduction is even or odd. This
correspondence does indeed exist when the maximum deduction is
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TABLE 16

26 27

2 1,2 1,2
6 3,6 3,6
8 4,8 4,8

10 5, 10 5,10
14 7,14 7,14
18 9,18 9, 18
22 11,22 11,22
24 12,24 12,24
26 13,26 13,26
60 15,20 15,20

189 21,27
272 16, 17 16, 17
399 19,21
437 19,23
575 23,25

reasonably small, less than 50" say. However, it is not inconceivable
that three good deductions could meet in the same number, for
example 35, 55, and 77 in the number 5 x 7 x II = 385. However,
I have not been able to find a maximum deduction for which this
type of aberration arises.



Chapter XIII:
PUZZLES WITH SOME
MATHEMATICAL ASPECTS

1. SIMPLE PUZZLES WITH SQUARES

229. Puzzle with two square DUDlbers of two or three digits.
A square is a number that results from multiplying a number by
itself, and so the two-digit square numbers are 16,25, 36,49,64, and
81. It is not at all difficult to write two 2-digit squares, one below the
other, in such a way that digits read downwards will again form two
squares. This can be done in four ways:

16 36 64 81
64 64 49 16

It takes a little more trouble to write two 3-digit squares, one below
the other, in such a way that reading downwards will give three
squares each of two digits. The first puzzle could admittedly have been
solved by writing two squares, one below the other, in all possible ways
(although even there the labor could be reduced by attention to
what we shall next discuss), but for two 3-digit squares, it becomes
desirable to supplement trial by reasoning, in order to obtain some
simplification.

In the first place we note that a square can end only in one of the
digits 0,1,4,5,6,9, as is immediately evident ifsuccessive squares are
written down. A 2-digit square, however, cannot end in O. Now the
3-digit squares are:

100 121 144 169 196 225 256 289 324 361 400
441 484 529 576 625 676 729 784 841 800 961

The squares printed in bold type are the only ones here which
contain no digit other than 1, 4, 5, 6, 9, so that the lower of the two
3-digit squares must be chosen from these five numbers; otherwise
we would not have three 2-digit squares when reading downwards.
Since the uppermost of the two 3-digit squares cannot end in 3 or 8,
we get the following four possibilities (when we pay attention only to
the three 2-digit squares) :

866 814 834 841
144 169 169 196

281
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The last case is the only one where the uppermost 3-digit number
is a square, so that this is the case which gives the solution.
230. Puzzle with three 3-digit squares. We require three 3-digit
squares to be written one below the other in such a way that, when
reading downwards, we again have three squares. Since there is now a
larger number of possibilities, it is advantageous to take additional
note of the following properties of squares (which also become
evident if squares are written down):

If a square ends in °or in 5, its second-last digit must then be °or
2, respectively. If a square ends in 6, its second last digit is odd. If a
square ends in 1, 4, or 9, its second-last digit is even.

In the present problem, the square number at the bottom, and also
the one at the right, can contain no digits other than 0, 1,4, 5, 6, 9
(those which can be fast digits of squares), and each of these numbers
must therefore be one of the numbers 100, 144, 169, 196,400,441,900,
961. These two squares must have the same last digit (0, 1,4,6, or 9).
If this is 1, say, then it is not possible for the lower square to be 441
and, at the same time, for the right-hand square to be 961. For an

.. 9
arrangement . X6 would require the digit indicated by the X to be

441
an odd one for the middle horizontal square, and an even one for the
middle vertical square (because of the above-mentioned characteristics
of the second-last digit of a square). So the bottom and right-hand
squares are both 441, or are both 961. In the first case the middle
square (horizontal or vertical) must begin with an even digit and end
in 4; only 484 satisfies these conditions, so that the upper and the left­
hand squares must end in 44, and so must both be 144. In the second
case (the bottom and right-hand squares both equal to 961), the
middle horizontal square (and also the middle vertical square) must
begin with an even digit and end in 6, so that the middle squares
must both be equal to 256 or both be equal to 676 (since they have
their middle digit in common) ; in the first case the upper square and
the left-hand square must both be 529 or both be 729, while in the
second case the squares in question must both be 169. So the case
in which there is a 1 in the lower right-hand corner leads to the
four solutions:

144
484
441

529
256
961

729
256
961

169
676
961
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A similar investigation can be undertaken for the cases in which
the number in the lower right-hand corner is 0, 4, 6, or 9. Here we
find nine further solutions:

441 841 144 441 841 121 121 361 961
400 400 400 484 484 289 256 676 676
100 100 400 144 144 196 169 169 169

Of course, we here must also investigate, for example, the case in
which the lower number is 400, and the right-hand number is 900.
The middle horizontal square and the middle vertical square must
then both be 400, so that the upper square must end in 49, and the
left-hand square in 44; however, this is impossible since the last­
mentioned squares must have the same initial digit.
231. Puzzle of 230 with initial zeros. The thirteen solutions of the
puzzle of 230 are all symmetric with respect to the main diagonal,
which we take to be the diagonal from the top left-hand corner to the
bottom right-hand corner; this means that the three horizontal squares
and the three vertical squares are the same numbers. Indeed, this need
not surprise us, since for a symmetric solution we have to make three
squares from six digits, and for an asymmetric solution (that is, a
solution which has no symmetry with regard to the main diagonal)
we must make six squares from nine digits, a much more demanding
task.

Ifwe also allow two initial zeros to be prefixed to a I-digit number,
or one initial zero to a 2-digit number, to make these into 3-digit
numbers, then there are also asymmetric solutions, and in fact three
of these, if we make no distinction between two solutions that arise
from each other by reflection in the mam diagonal. These three
asymmetric solutions are:

100 400 400
400 400 441
441 144 196

By admitting initial zeros we also obtain 29 additional symmetric
solutions. These are:

049 004 004 009 009 100 400 900 100 400
400 004 064 016 036 016 016 016 036 036
900 441 441 961 961 064 064 064 064 064

900 001 001 100 400 900 100 400 900 001
036 004 064 001 001 001 081 081 081 009
064 144 144 016 016 016 016 016 016 196
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001 100 400
049 004 004
196 049 049

900 100
004 064
049 049

400 900
064 064
049 049

001
016
169

001
036
169

Ifwe also admit the square 0 (in the form 000) we obtain 45 further
solutions, among which is the trivial solution in which all digits are 0;
this makes the total number of solutions rise to 90. Among the 45
solutions which use zero values for one or more of the squares, there
are 25 symmetric solutions, all more or less trivial, and 20 asymmetric
solutions. The latter set of solutions is:

000 000 000 001 001 004 049 049 049 049
000 000 000 000 000 000 000 000 000 000
100 400 900 400 900 900 000 100 400 900

441 144 000 000 000 100 400 900 000 000
000 000 000 000 000 000 000 000 001 841
000 000 441 144 049 049 049 049 196 196

When we delete the 000, the last of these solutions becomes the
solution of the last puzzle of §229.

II. PUZZLE WITH 4-DIGIT SQUARES

232.4-digit squares. To determine the 4-digit squares, It 18 not
necessary to make a separate computation of the squares ofeach of the
68 numbers 32, 33, ... , 99. First of all, we can observe that the final
digits of the squares repeat regularly at intervals often steps (0, 1,4,
9, 6, 5, 6, 9, 4, 1) with repetition in inverted order after the halfway
position; hence the final digits of the squares can be filled in without
any trouble. The truncated square, that is, the number that arises
when the last digit of the square is deleted, increases regularly with
each passage to a new square, a few times by 6, first of all (ifwe begin
with the square of 30), then a few times by 7, next a few times by 8,
and so on. The number that must be added to a truncated square, to
produce the next truncated square, has to be increased by 1 every
time there is a passage from a square ending in 9 to a next following
square.

The numbers formed by the last two digits of the squares repeat
periodically, too, with a period of 50 numbers, showing repetition in
inverted order after the halfway position. So after writing down the
squares of the numbers 1, 2, ... , 25, we can immediately fill in the
last two digits of the next following squares. This produces still
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greater economy of effort, so that we can quickly construct the
arrangement shown in Table 17.

TABLE 17

30 900 40 1600 50 2500 60 3600 70 4900 80 6400 90 8100
31 961 41 1681 51 2601 61 3721 71 5041 81 6561 91 8281
32 1024 42 1764 52 2704 62 3844 72 5184 82 6724 92 8464
33 1089 43 1849 53 2809 63 3969 73 5329 83 6889 93 8649
34 1156 44 1936 54 2916 64 4096 74 5476 84 7056 94 8836
35 1225 45 2025 55 3025 65 4225 75 5625 85 7225 95 9025
36 1296 46 2116 56 3136 66 4356 76 5776 86 7396 96 9216
37 1369 47 2209 57 3249 67 4489 77 5929 87 7569 97 9409
38 1444 48 2304 58 3364 68 4624 78 6084 881 7744 98 9604
39 1521 49 2401 59 3481 69 4761 79 6241 89 7921 99 9801

233. Puzzle of the four 4-digit squares. We now proceed to the
problem: write down four squares, one below the other, in such a way
that, reading downwards, we again have four squares. To reduce the
number of solutions we add the further requirement that none of the
four squares is to contain a digit 0.

The horizontal square at the bottom and the vertical square at
the right must each contain no digits other than 1,4,5,6,9 (the final
digits of squares), so each of these numbers can only be one of the
three squares printed in boldface in Table 17 (1156, 1444, or 6561).
Since these three squares concerned have different final digits, the
bottom square must be the same as the right-hand one.

First we take 1156 for the bottom square and the right-hand square.
In view of the properties of the second-last digit of a square, which
were mentioned in §230, the third square from the top must begin with
two even digits (and end in 25), so that it must be 4225; this must also
be the third square from the left. The upper square (and also the
left-hand square) must then end in 41, and must therefore be 6241
(again in the light ofTable 17), so that the second square from the top
would then have to begin with 2 and end in 21. However, there is no
such square.

Next, we take 1444 for the bottom square and the right-hand square.
The third square from the top must then begin with two even digits
and end in 4, and so must be either 4624 or 8464; since these numbers
do not have the same next-to-last digit, the third square from the top
must be the same as the third square from the left. Ifwe choose 4624,
we find 6241 for the left-hand square, and then reach an impasse in
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finding the second square from the top. We similarly come to a dead
end after a choice of 8464.

This means that we have to take 6561 for the bottom square and
the right-hand square. The third square from the top must then have
2 as its second digit, must begin with an odd digit, and must end in 6,
so it must be either 1296 or 9216; then the third square from the left
must be the same as the third square from the top. Ifwe choose 1296,
we find that the top square can be 2116, 2916, or 9216. If we take
2116 for the top square, then the left-hand square cannot be equal to
2916, because otherwise we reach an impasse (even if we were to
admit the digit 0) in finding the second square from the top and the
second square from the left (which have the same second digit).
Making the top square 2116 (with the same choice for the right-hand
square) now leads to the solution:

2116
1225
1296
6561

Choosing 2916 or 9216 for the top square (and for the left-hand
square) does not allow the choice ofa square without a 0 for the second
row from the top. Ifwe take 9216 as the third square from the top, we
again reach an impasse, which shows that the solution given is the
only solution.
234. Puzzle of §233 with zeros. If we admit zeros in the puzzle of
§233, but not an initial zero, then there are further solutions. To find
these, we note that the square at the bottom (as well as the square at
the right) can then also be one of the seven italicized numbers in
Table 17. Now we have to take into account the possibility that the
bottom square is 5041 and the right-hand square 6561. The third
digit of the third square from the top is then odd. This is also the third
digit of the square in the third column, where, however it is required
to be even (because the last digit of that number is 4). So this case
comes to a dead end.

If the bottom square is 1156 and the right-hand square is 4096,
then the third square from the top must begin with two even digits
and end in 29. Such a square, however, does not exist, so that this
case, too, comes to a dead end. Continuing in this way we find the
following twelve solutions which involve one or more zeros:
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3721 8281 3364 2116 3136 8836
7056 2916 3249 1764 1764 8464
2500 8100 6400 1600 3600 3600
1600 1600 4900 6400 6400 6400

7921 1369 7396 2916 1296 9216
9801 3844 3025 9025 2025 2025
2025 6400 9216 1296 9216 1296
1156 9409 6561 6561 6561 6561

Again, it need not surprise us that all solutions are symmetric. It is
remarkable, however, that the last three and especially the last two
solutions show such a great similarity; the last two solutions transform
into each other by exchanging two of the squares (or, we might say,
the digits of two identical pairs).

III. A CURIOUS MULTIPLICATION

235. Multiplication puzzle with 20 digits. Figure 105 represents
the multiplication of two numbers, each of three digits, and the 20
dots all stand for individual digits. No digit occurs more than twice.
The problem is to determine all the digits.

• • • a

• • • b

• • • c

• • • d

• • • e

• • • • • f
Fig. 105

Since there are 20 dots and 10 different digits, we immediately see
that each digit must occur exactly twice.

The letters a, h, c, d, e,Jwhich are placed alongside the multiplica­
tion serve only to identify the six numbers for subsequent discussion.
If no digit is to occur more than twice, these numbers must satisfy the
following conditions: The number a does not end in 0, 1, or 5. The
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number b contains no 0, does not end in I, and, if a is odd, does not
end in 5, either. The final digit of b is not equal to any other digit of b
(for ifit were, the final digit common to c andfwould also be a final
digit either for d or e). Ifb contains the digit I, then the six digits of a
and b must all be different. The first digit of b is not 9 (for it it were,
the initial digits of b, c, andfwould be the same, and all would in fact
be 9), so we now have proof that b does not contain two digits 9.

If b contains a single digit 9, then a is smaller than III (because
c, d, and e consist of three digits), and so c, d, and e must begin with
digits which occur in b. So if b contains a 9, the three digits of b must
all be different. Similarly, b cannot contain an 8 and two equal digits
less than 5, and cannot consist of a 7 and two digits 2. The first digit
of b and another digit of b cannot both be 8 or more (for if they were,
the first digits of e andfand the first digit ofcor d would be at least 8,
and either 8 or 9 would then have to occur three times); we now have
proof that b does not contain two digits 8. The three digits of b are not
all greater than 6 (for if they were, the first digits of c, d, e, and f
would be greater than 6, and then one of the digits 7, 8, 9 would have
to occur three times). If b contains the digit I (which cannot then
appear in a because in this cas~ the six digits of a and b have to be all
different), then the initial digit of a is at least 2, and so the largest
digit of b is at most 4; b cannot here contain the digit 2, because b
must also contain a digit greater than 2 which differs from the initial
digit of a (which would be greater than 2, if b contained both digits I
and 2); this would be incompatible with the fact that c, d, and e are
three-digit numbers. So if b contains the digit I, it follows that 3 and
4 are the other digits of b, and 2 the initial digit of a.
236. Connection with relDainders for divisions by 9. If the
numbers a and b of §234 are multiplied together, their product a x b
(or f) is the sum of the products of the numbers c, d, and e by I, 10
and 100, respectively, and hence, when divided by 9, it must have the
same remainder as c + d + e. It follows that the sum a + b + c +
d + e +1. when divided by 9, must have the same remainder as
a + b + (2 x a x b). Since a number divided by 9 has the same
remainder as the sum of its digits (see §23), and since we know that
a, b, c, d, e, andfjointIy involve two digits 0, two digits I, and similarly
for the rest, it follows that a + b + c + d + e + f has the same
remainder when divided by 9 as (2 x 0) + (2 x I) + (2 x 2) +
(2 x 3) + (2 x 4) + (2 x 5) + (2 x 6) + (2 x 7) + (2 x 8) +
(2 x 9) = 90. It follows that a + b + c + d + e +1. and hence also



A CURIOUS MULTIPLICATION 289

a + b + (2 x a x b) must be divisible by 9. Ifa is a multiple of3 plus
1, then a + b + (2 x a x b) has the same remainder when divided
by 3 as 1 + b + (2 x b), which is to say, as 1 + (3 x b), so that it
must have the remainder 1; this is consequently also incompatible
with the fact that a + b + (2 x a x b) must be divisible by 9, and
consequently also by 3. So a cannot be a multiple of3 plus 1, and so is
not a multiple of9 plus 1, nor a multiple of9 plus 4, nor a multiple of
9 plus 7. If a is a multiple of 9, then a + b + (2 x a x b), when
divided by 9, has the same remainder as b, so that b, too must be a
multiple of9. Ifa is a multiple of9 plus 2, then a + b + (2 x a x b),
when divided by 9, has the same remainder as 2 + b + (2 x 2 x b),
which is to say, the same remainder as 2 + (5 x b); since a + b +
(2 x a x b) is divisible by 9, so is 2 + (5 x b), which makes b a
multiple of 9 plus 5. Continuing in this way, we find the following six
cases (where 9m is put as an abbreviation for "multiple of 9,"
9m + 2 for "multiple of9 plus 2," and so on):

A
a: 9m
b: 9m

B
9m + 2
9m + 5

C
9m + 3
9m + 6

D
9m + 5
9m + 2

E
9m + 6
9m + 3

F
9m + 8
9m + 8

By these arguments, the number of cases to be investigated is
reduced by a factor of 13!.
237. COD1bination of the results of §§235 and 236. If, for the
moment, we disregard the digits of the number f of §235, the order
of the digits of b becomes irrelevant temporarily, and we can mean­
while assume these digits to be in non-decreasing order. When account
is taken of the results of §235 for the digits of b, the cases mentioned in
§236 then lead to these possibilities for b:

A: 225 234 279 369 378 459 468 477 558 567;
B: 239 248 257 266 347 356 446 455 689;
C: 249 258 267 348 357 366 447 456;
D: 236 245 335 344 389 479 569 578 668 677;
E: 237 246 255 336 345 489 579 678;
F: 134 224 233 269 278 359 368 377 458 467 557 566.

If two of the digits of b are equal, this determines the order of the
digits: for the other digit must then be used for the last digit.

If the digits of b are not 332, then (in view of our list of
remaining possibilities) the largest digit of b must be at least 4, so
that a must be less than 250. If b = 332, then a cannot contain the
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digit 3, and so a must be less than 300. If a is a multiple of 9 plus 5,
which requires b to be a multiple of9 plus 6 (case C), then the largest
digit of b is at least 6, and a must be less than 166. If a is a multiple of
9 plus 2, or plus 6, when b must be a multiple of 9 plus 5, or plus
3 (case B, or case E), then the largest digit of b is at least 5, and a must
be less than 200. If a is a multiple of 9 or a multiple of 9 plus 5, then
a must be less than 250. When we connect this with the fact that a does
not end in 0, 1, or 5 (see §235), this leaves the following values of a to
be investigated:

A: 108117126144153162189198207216234243;
B: 119128137146164173182;
C: 102129138147156;
D: 104113122149158167176194203212239248;
E: 114123132159168177186;
F: 107116134143152179188197206224233242269278287296.

For a number b in which a high digit occurs, we evidently can
dispense with examining some of the numbers a in our lists. If we take
further note of the fact that no digit can occur three times in a and b
jointly, that a must be even when b contains a 5 and two equal digits
(in which case the 5 must be the last digit of b), and that the six digits
of a and b must be different when b contains a 1 (see §235), then our
remaining task is the examination of only 171 cases which associate a
number b (disregarding the order of its digits) and a number a. Ifwe
carry out the multiplications as far as the formation of the partial
products c, d, and e (omitting the formation of the total productf)
then in most cases we soon obtain three equal digits. Ifno three equal
digits are to occur (still with disregard off), only the following five
cases remain:

A D D D F
108 122 158 176 179
369 578 245 245 224

972 976 790 880 716
648 854 632 704 358
324 610 316 352 358

40096

The last multiplication is the only one in which the order of the
digits of b is determined (because b has two equal digits). So the
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complete product f has also been calculated there; it turns out that
this multiplication provides a solution. For the other multiplications,
the partial products have been written without indentation, because
their order is still undecided. In the first multiplication, the final digit
of the total product must be 2,8, or 4, and in the second-last multipli­
cation it must be 0, 4, or 2, and this digit must then occur three times
in all. In the third multiplication, °must be the final digit of the total
product (and also of c), since otherwise this final digit would occur
three times; but no matter how we choose the order of the two other
digits of b, there will still always be a triple repetition of some digit.
It turns out that the second multiplication does not lead to a solution
either, and so the problem has only a single solution, the one which
has been printed in bold type.

IV. PROBLEM ON REMAINDERS
AND QUOTIENTS

238. ArithD1etical puzzle. A number less than one million is known
to be such that diminishing it by 3 makes it divisible by 7. From the
number diminished by 3 we subtract the seventh part. We then obtain
a number that also becomes divisible by 7 after 3 is subtracted from it.
From this number we derive another in the same way, namely by
subtracting a seventh part from the number diminished by 3. This
time, too, a number results that is divisible by 7 after subtracting 3.
This occurs four more times, so that, in all, it happens seven times over,
that a number is divisible by 7 after subtracting 3.

A non-mathematician will not find it easy to determine this number,
and this may be true for a mathematician of moderate accomplish­
ment, also. Even so, no mathematical knowledge is needed to under­
stand the solution which follows, although it may well be impossible
to appreciate where the idea of the solution came from, without some
basis of mathematics. The original number and the numbers derived
from it (by successive subtractions of a 3, and of a seventh part of
what remains) will be called the first number, the second number, and
so on. We increase these numbers by 3 x (7 - I), hence by 18, and
we shall refer to the numbers so obtained as the new first number, the
new second number, and so on. The new first number is larger by 21
than the first number diminished by 3, which shows that it too is
divisible by 7. Diminishing a multiple of 7 by the quotient of a
division by 7 (hence by its seventh part) amounts to a multiplication
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by 1 1/7, that is, by 6/7. The result of multiplying the new first
number by 6/7 is larger by 6/7 x 21 (that is, by 18) than the product
of 6/7 and the first number diminished by 3, which shows that the
result is equal to the new second number. The new second number,
the new third number, and so on, are also divisible by 7, and each of
these numbers must arise from the preceding number by multiplying
the latter by 6/7. Since we can continue in this way up to a seventh new
number (according to the terms of the problem), we can multiply the
first number seven times by 6/7 without any appearance of fractions.
So the new first number must be some multiple (possibly a unit
multiple) ofr, that is, of823,543, and the new seventh number is then
the same multiple of 67, that is, of279,936. Since the original number
(the first number) is less than one million, this makes the new first
number less than 1,000,018, so that the new first number must be
823,543, which shows that the required number is equal to 823,543 ­
18 = 823,525. The following working shows that this is correct:

823525
823522
117646

705876 605034 518598 444510 381006 326574
705873 605031 518595 444507 381003 326571
100839 86433 74085 63501 54429 46653

705876 605034 518598 444510 381006 326574 279918

239. Variants of the puzzle of §238. We modify the puzzle of§238
to the effect that the sixth number is formed in the same way as before
but has the remainder 5, instead of 3, when divided by 7. We assume
further that the required number lies between two million and three
million.

After being increased by 18, the required number is a multiple of
76 = II 7,649, and thus can be written as (117,649 x v) - 18. The
new sixth number is 66 X V = 46,656 x v, and so the sixth number is
46,656 x v - 18. Now the remainder of 46,656 for division by 7 is
equal to 1*, so that the sixth number, when divided by 7, has the same
remainder as v - 18, and hence the same remainder as v + 3. This
remainder is 5 when v is a multiple of 7 plus 2, that is, when v can be
written as (7 x w) + 2. So the required number can be written as
(823,543 x w) + 235,298 - 18, that is, as (823,543 x w) + 235,280.

* More generally, the relation 6 = 7 - I implies that 62, 64, 66 , and so on,
have the remainder I when divided by 7, and that 63 ,65,67 , and so on, have the
remainder 6.
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From the limits between which the required number has to lie, it
turns out that we must have w = 3, which makes the required
number equal to 2,705,909. The following working shows that this is
correct:

2705909 2319348 1988010 1704006 1460574 1251918 1073070
2705906 2319345 1988007 1704003 1460571 1251915 1073065

386558 331335 284001 243429 208653 178845 153295

2319348 1988010 1704006 1460574 1251918 1073070

If we ignore the limits, then the smallest number that satisfies the
requirements is given by w = 0; hence, this smallest number is then
235,280.

It is clear that we can make other choices for the number by which
we divide each time, and for the remainder that appears each time.
For instance, if we divide by 5 each time, and if 1 is the remainder,
then the new numbers arise by adding 1 x (5 - 1), that is 4. If the
remainder 1 appears five times, the new first number is a multiple of
55, which we can write as 3125 x v, when the original number
becomes (3125 x v) - 4. The smallest number that satisfies the
conditions is then 3121.

If a remainder 1 for division by 5 appears four times only, after
which the fourth number has the remainder 3 when divided by 5,
then the required number can be written as (625 x v) - 4. The
fourth number is then equal to (256 x v) - 4 and therefore will have
the remainder 3 when divided by 5, if v is a multiple of 5 plus 2, that
is, if v = (5 x w) + 2. The original (first) number is then equal to
(3125 x w) + 1246, so that 1246 is then the smallest number that
satisfies the conditions.

Next we take the case in which the required number lies between
3000 and 4000, while the remainder I arises four times on division by
5, but not the fifth time (when we diminish each number both by the
remainder and by the quotient). The number is then a multiple of625
minus 4, but not a multiple of 3125 minus 4, and therefore must
be 3746.

One of the preceding problems once appeared in the following form.
A number of nuts, less than 5000, is intended to be divided equally
among five boys. However, in the division, one nut would be left over;
this is intended for their dog. One of the boys goes to the nuts secretly,
takes away his share, and gives the dog a nut that is left over from a
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division into five equal parts. After that, another boy does the same
thing, and once again, it turns out that one nut is left over after a
division into five equal parts; he gives this nut to the dog, and takes
away what he considers to be his share. Each of the other boys does
this, too, and no one suspects that anyone else has been there before
him, because after every division into five equal parts, one nut is left
over. What is the number of nuts that they must have had to divide?
The preceding arguments show that it must be 3121.

We modify the foregoing to the effect that only the last boy notices
that someone else has been there before him, because his division of
the nuts into equal parts produces no nut left over for the dog. The
number of nuts is then 2496.
*240. Mathelllatical discussion of the puzzle. We now give a
discussion of the puzzle of §§238 and 239, in terms of formulae, for
readers who have some grounding in mathematics. An unknown
(positive integral) number Xl is known to have the remainder r when
divided by a given number a (a ;,: 2). The number X2 which arises

from Xl by subtracting the quotient Xl - r and the remainder r is:
a

Xl - r a-I a-I
X 2 = Xl - --a- - r = -a- Xl - -a- r.

We now determine a number p such that

a-I
X2 + P = -- (Xl + p),a

which gives X2 = a - I Xl _ e. For this, we must have e= _a_-_l r,
a a a a

so we must have p = r(a - 1). Consequently,

a - I
X2 + r(a - I) = -- {Xl + r(a - I)}.

a

It is further given that X 2 in its turn has a remainder r when divided
by a. Hence, the number Xa which is derived from X 2 in the same way
as X 2 was derived from Xl must satisfy the equation:

a-I (a - 1)2xa + r(a - 1) = -a- {X2 + r(a - In = -a- {Xl + r(a - I)}.

It is also given that Xa, too, has the remainder r when divided by a,
as does the number X4 derived from it, and so on, up to and including
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Xn. From Xn we can go on to form a number Xn+l in exactly the same
way. For this number, we have:

(
a l)nXn+l + r(a - 1) = ~ {Xl + r(a - In.

Since a-I and a are relatively prime, we may assume relations

Xl + r(a - 1) = can, Xn+l + r(a - 1) = c(a - l)n,

where c is a positive integer. Without further data it is not possible
to determine c. If Xl has to be as small as possible, then c = 1, and
so Xl = an - r(a - 1). I[Xl has to lie between given limits, then these
lead to limits between which c must lie; from this we find a set of
numbers that satisfy the problem, possibly only one number if the
limits are sufficiently close to each other, or possibly no number at all.

I[ it is given that Xn + 1 has the remainder s when divided by a, this
is written as Xn+l == s (mod a). We then have

s == c(a - l)n - r(a - 1) == (_l)nc + r (mod a),

and this leads to c == (-l)n(s - r) (mod a), which is only another
way of saying that c = ga + (- 1) n(s - r) for some integer g.

From this it follows that

which takes the form Xl + r(a - 1) = gan+l for s = r, as indeed it
must. In order to determine the integer g, we must be given additional
information about Xl' for example" as small as possible" or "between
two given limits."

V. COMMUTER PUZZLES

241. Sinlple commuter puzzle. Here is an interesting problem
which is well-known: Smith takes the train daily from his work in the
city back to the suburb where he lives and is met at the station by his
chauffeur, who drives him home. One day Smith finishes his work
earlier than usual and arrives in his suburb one hour earlier than usual.
He then walks home from the station, and meets his chauffeur on the
way. The chauffeur stops and takes Smith home; this brings Smith
home 10 minutes earlier than usual. How long did Smith walk? The
time for stopping and picking up is to be disregarded, and it is also
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assumed that the chauffeur arrives at the station at the same moment
as the train.

The car has been spared the distance from the meeting point to the
station and back. The terms of the problem indicate that it must take
10 minutes to cover that distance, so that the car would need 5 minutes
to get from the station to the meeting point. It took Smith 60 - 10 =
50 minutes more than usual to get home from the station. This is
because he walked from the station to the meeting point instead of
being driven. This shows that it takes Smith 50 minutes more than the
car to cover the last-mentioned distance, so that he must have walked
for 5 + 50 = 55 minutes.
242. More difficult cOll1l11uter puzzle. In §241 it was tacitly
assumed that the car travels from the house to the station as fast as it
travels on its way back. If this is not the case, we do not have sufficient
data to compute the time it took Smith to walk. In the next problem,
we assume that the road rises from the station to the house, so that the
car travels more slowly from the station to the house than from the
house to the station. We do assume, however, that the road rises
equally sharply everywhere, so that the car travels equally fast every­
where from the house to the station, and similarly on its way back,
but then at a lower speed.

Once again, Smith arrives in his suburb one hour earlier than usual,
walks home from the station, and meets his chauffeur. The latter,
however, does not notice Smith, and drives on. "What a pity," Smith
says to himself. "If the chauffeur had seen me, I would have been
home 15 minutes earlier than usual. I'll keep on walking; the chauffeur
will catch up with me in 18 minutes, and I'll be home at the usual
time." How long had Smith been walking when his chauffeur drove
past him on his way to the station? The time the chauffeur needs to
ascertain that Smith is not on the train is to be disregarded; so it is
assumed that after his arrival at the station the chauffeur immediately
returns to join Smith (but without driving any faster than usual).
243. Solution of the puzzle of §242. It takes the car 15 minutes to
drive from the meeting point to the station and back, and 18 minutes
to drive from the meeting point to the station and continue back to
the overtaking point, so it takes 3 minutes to drive from the meeting
point to the overtaking point. It takes Smith 18 minutes to cover the
last-mentioned distance, so on its way from the station to the house the
car must travel six times as fast as Smith walks. Smith takes 60 - 15 =
45 minutes more than the car to cover the road from the station to the
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meeting point. Since Smith's time is six times as great as the car's
time, the difference is five times as great, and 45 minutes must be five
times the time the car needs to travel from the station to the meeting
point. Hence, that time must be 45/5 = 9 minutes, so that the time
Smith has taken in walking from the station to the meeting point must
be equal to 6 x 9 = 54 :mioutes.

In connection with this puzzle we ask the following question: How
could Smith know that he would have been home IS minutes earlier
if the driver had seen him at the meeting point, and that the car would
again catch up with him in 18 minutes? Smith had never before walked
home from the station, and he did not know at what speed he walked;
nor did he know at what speed the car traveled from his house to the
station and back; also, there are no milestones along the road.

What Smith did know was that the car could go from the house to
the station I t times as fast as in the opposite direction. He also knew
that he had been walking for 54 minutes when he met the car. So he
knew that the car would be at the station in 60 - 54 = 6 minutes,
and would require It x 6 = 9 minutes to be back at the meeting
point; so if the chauffeur had noticed him, 6 + 9 = IS minutes would
have been saved. The time Smith needs for his walk from the meeting
point to the overtaking point is 54/9 times as long as the time that the
car needs for that distance, that is, six times as much, so the difference
is five times as large; this difference is the amount of time by which the
car (on its way back from the station) is later at the meeting point
than Smith, so that the car needs ISIS = 3 minutes to travel from the
meeting point to the overtaking point. Hence, Smith needs 15 + 3 =
18 :minutes (we could also say 6 x 3 = 18 minutes) to cover that
distance.

VI. PRIME NUMBER PUZZLES

244. PrUne oUlllber puzzle with 16 squares. The problem is to
rearrange the 16 numbers in Figure 106 in such a way that the sum of
each adjacent pair of numbers (either horizontally or vertically) is a
prime number. We call a number a prime number when it is greater
than I and has no divisor greater than I and less than itself. Hence,
the prime numbers are 2, 3,5, 7, II, 13, 17, 19,23,29,31,37,41,43,
47, and so forth. Solutions that arise from one another by rotation or
reflection are considered to be identical; in this way we obtain groups
of eight solutions such that we count each group as a single solution.
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Since 2 cannot arise as the sum of two of the numbers 1,2, ... , 16,
each of the 24 sums (of two adjacent numbers) must be odd. The odd
numbers, therefore, have to be placed on the white squares and the
even numbers on the black squares in Figure 107 (or the other way
round, which comes to the same thing). From this it follows that we
can obtain another solution from any given solution by adding 1 to
the eight odd numbers and subtracting 1 from the eight even numbers:
since every pair of adjacent numbers consists of an even and an odd
number, the 24 sums are left unchanged by the additions and sub­
tractions in question. We call the two solutions conjugate. It may
happen that two conjugate solutions correspond by reflection or
rotation, but this is not a necessary feature. If this does not happen,
we obtain a group of 16 solutions which transform into one another by
rotation or reflection, or by additions and subtractions of 1; otherwise
we obtain a group of only eight solutions.

1 2 3 4

0 6 7 8

9 10 11 12

18 14 10 16

Fig. 106 Fig. 107

245. Solution of the puzzle of §244. To solve the puzzle, we first
consider how to make the 24 sums all odd and none divisible qy 3; for
only one of the sums, (1 + 2), can be allowed to be divisible by 3. To
achieve this, we replace the 16 numbers by their remainders when
divided by 6. By this procedure we obtain two numbers °(originating
from 6 and 12), three numbers 1 (from 1, 7, and 13), three numbers 2
(from 2, 8, and 14), three numbers 3 (from 3, 9, and 15), three
numbers 4 (from 4,10, and 16), and two numbers 5 (from 5 and 11).
We then have to arrange these numbers 0, 1,2,3,4,5 in such a way
that 1,3,5 are on the white squares, and 0, 2, 4 on the black squares,
while a °and a 3 are not allowed to be adjacent, nor a 1 and a 2,
nor a 4 and a 5; however, a 1 and a 2 may be adjacent once only.

We begin by placing the three numbers 1 and the three numbers 2
in such a way that the required conditions are satisfied, for example in
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the manner indicated in Figure 108. However, in that case we run into
trouble with the seven connected squares in which dots have been
placed, since if we place a 3 in the top left-hand corner, we can have
only a 4 in the adjacent square, next to that 4 only a 3, and so on. So
in the seven connected squares we would require the number 3 four
times, whereas we have only three numbers 3 available to be filled
in; we reach an impasse even sooner when we place a 5 in the top
left-hand corner, next to which we must have a 0 and so on.

• • • 2

2 • 2

• • t

• t t

Fig. 108

The three numbers 1 can be distributed among the white squares in
17 essentially different ways; we leave it to the reader to find schemes
for these 17 ways. Since a 1 and a 2 may be adjacent only once, while
three numbers 2 have to be filled in, we must be able to fill in at least
two numbers 2 which are not adjacent to a 1. This can be done in only
nine of the 17 cases and, in two of these nine cases, in three ways. The
third 2 now has to be filled in in such a way that it is adjacent to at
most a single 1, leaving no set of seven or more connected squares.
This leaves the four possibilities in Figure 109, if we consider arrange­
ments which arise from one another by interchanging 1 and 2 to be
equivalent.

In all these cases it turns out that a 1 and a 2 have to be adjacent

A

1 1

1

2

2 2

B
1 1

t

2 2

2

c
1 t

2 1

2

2

D
t 1

2

2

2 1

Fig. 109
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(since otherwise the number of connected squares becomes too large).
By interchange of 1 and 2, diagram A (Fig. 109) changes into its
mirror image. If we form the conjugates of the solutions resulting
from A, then these will provide the same solutions reflected about a
horizontal line; hence A leads to solutions which can be considered
as identical in groups of eight, while B, C, and D lead to solutions in
groups ofsixteen ofsimilar type. In diagram B, there are two connected
regions of four squares each; we can use the two numbers °and the
two numbers 5 to fill in whichever of these regions we like. This gives
two cases, BI and B2. So we can fill in the numbers 0, I, 2, 3, 4, 5
to have the five possibilities in Figure 110.

A
1 0 1 4

0 1 4 3

S 2 3 4

2 S 2 3

c

Bl
1 4 1 4

0 1 4 3

S 2 3 2

0 S 2 3

D

1 4 1 0

4 1 0 S

3 2 s 2

4 3 2 3

1 4 1 0

2 3 4 1

S 2 3 4

0 S 2 3

1 0 1 4

0 s 2 3

S 2 3 4

2 3 4 1

Fig. 110

Each of these five possibilities leads to a ne,,: puzzle, since we have
to replace the two numbers °by 6 and 12 in some order, the three
numbers 3 by 3, 9, and 15, also the three numbers 4 by 4, 10, and 16,
and the two numbers 5 by 5 and 11; we must also replace the two
numbers 1 that are not adjacent to a 2 by 7 and 13 (in some order) and
the two numbers 2 that are not adjacent to a 1 by 8 and 14; the
numbers 1 and 2 printed in bold type remain unchanged. The only
divisible number that can now result from the sum of two adjacent
numbers is 25 (since provision has already been made for the avoidance
offactors 2 and 3). Hence, the numbers 9 and 16 must not be allowed
to be adjacent, and similarly for 10 and 15, 11 and 14, 12 and 13.
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This, of course, produces a large reduction In the number of
possibilities.

These restrictions refer only to the adjacency of numbers arising
from 0 and 1 (12 and 13), the adjacency of numbers arising from 2 and
5 (14 and 11), and the adjacency of numbers arising from 3 and 4 (9
and 16, or 15 and 10). These three cases are independent. So if each
of them leads to a certain number of possibilities (for a specified case
A, Bl, B2, C, or D), then we need only multiply these numbers to
obtain the total number of solutions provided by the case in question.

For the remaining part of the solution, it is advantageous to have
16 cut-out numbered squares as in Figure 106 (these should be copied
on not too small a scale), and to arrange them in such a way that one
of the five cases arises. Now we move the numbers arising from 2 and 5
in such a way that 14 and 11 are not adjacent; during this rearrange­
ment the number 2 has to stay where it is, of course. The same is true
for the number 1 when we rearrange the numbers arising from 0 and 1.
246. ExaIDination ofthe five cases. CASE A (Fig. 111). The upper­
most 0 is next to 13, and thus must be replaced by 6, which requires

A

7 6 13 16

12 I 10 3

U 2 9 4

8 5 14 15

c

Bl

7 4 13 16

6 I 10 3

5 2 9 14

12 It 8 15

D

13 4 7 6

16 I t2 U

3 2 5 8

10 9 14 15

I 16 7 6

2 3 10 13

U 8 9 4

12 5 14 15

7 12 I 16

6 U 2 3

5 8 9 10

14 15 4 13

Fig. 111

the other 0 to be replaced by 12; from this it appears that the left-hand
1 has to be replaced by 7, and the other 1 by 13. The bottom 5 is
adjacent to 14, and hence has to remain 5, after which the numbers
2 and 5 (that is, the true numbers related to these) can be filled in
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in one way only. The uppermost 3 is adjacent to 10 and to 16, and
hence cannot be replaced by 15 or 9; so it has to remain 3. Likewise,
the bottom number 4 has to remain 4. The remaining numbers 3 and
4 can then be entered in only two ways, one ofwhich is shown. Hence
case A leads to 1 x 1 x 2 = 2 solutions.

CASE Bl. The numbers 0 and 1 can be filled in in three ways (one
ofwhich is shown in Fig. 111) in such a way that 12 and 13 will not be
adjacent. The numbers 2 and 5 can be filled in in three ways, too
(with 14 and 11 not adjacent). The filling in of the numbers 3 (3,9,15)
and 4 (4, 10, 16) in such a fashion that neither 9 and 16 nor 15 and
10 will be adjacent can be done in 14 ways. Hence, case B1 leads to
3 x 3 x 14 = 126 solutions in all; one of these is shown.

CASE B2. The right-hand number 1 is adjacent to 12, and hence
has to be replaced by 7, and thus the left-hand number 1 must be
replaced by 13; the filling in of the numbers 0 (that is, of the true
numbers related to these) can be done in two ways. The filling in of
the numbers 3 and 4 can be done in 14 ways. Hence, case B2 leads to
2 x 1 x 14 = 28 solutions, one of which is shown (Fig. Ill).

CASE C. We can fill in the numbers 0 and 1 in two ways, and the
numbers 2 and 5 in one way. The filling in of the numbers 3 and 4 can
be done in eight ways, so that case C leads to 2 x 1 x 8 = 16
solutions, one of which is shown (Fig. Ill).

CASE D. Here the situation is exactly the same as in case C, so that
D, too, leads to 2 x 1 x 8 = 16 solutions, one of which is shown
(Fig. Ill).

Hence, in all, the puzzle has 2 + 126 + 28 + 16 + 16 = 188
essentially different solutions. If, in cases BI, B2, C, and D, we also
count conjugate solutions as separate solutions, then there are 374
solutions. Ifwe make distinctions between solutions which arise from
one another by rotation or reflection, then there are 8 x 374 = 2992
solutions.
247. Puzzle of §244 with a restriction. If, to reduce the number
of solutions, we introduce the restriction that each of the 24 sums has
to be a prime number less than 31, this reduces to not allowing the
numbers 15 and 16 to be adjacent; so the only numbers whose
positions are affected are those which arise from 3 and 4. In the five
cases there are then 1, 9, 9, 1, 1 possibilities respectively. These five
cases then lead to 1 x 1 x 1 = 1,3 x 3 x 9 = 81,2 x 1 x 9 = 18,
2 x 1 x 1 = 2, 2 x 1 x 1 = 2 solutions, respectively: amounting
to 104 essentially different solutions in all. By distinguishing
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conjugate solutions, this gives 207 solutions. The solutions given all
satisfy the added restriction.

We obtain a considerable reduction of the number ofsolutions if we
also rule out the prime number 7 as a sum of two adjacent numbers.
Cases A, BI, and B2 then give no solutions. C gives the solution already
shown, and the one that arises from it by interchanging 7 and 13,
while D leads only to the solution already shown. So the puzzle then
has only three solutions, or six solutions if we also count the conjugate
solutions.
248. Prilne number puzzle with 25 squares. We require a re­
arrangement of the 25 numbers in Figure 112 such that the sum of
every two adjacent numbers (on a white and on a black square) is a
prime number. Once again, solutions that arise from one another by
rotation or reflection are considered to be identical

Since this puzzle has a very large number of solutions, we add the
restriction that each of the 40 sums be at least 11 and at most 41.

Since the 40 sums are all odd, the 13 odd numbers have to be placed
on the 13 white squares, and the 12 even numbers on the black squares.
As before, we shall first take heed of the condition that none of the 40
sums can be divisible by 3. To this end, we replace the 25 numbers by
their remainders when divided by 6, after which we have to consider
four numbers 0, five numbers 1, four numbers 2, four numbers 3, four

Fig. 112

5 2 Ii 0 t

2 Ii 0 t 4

5 0 t 4 3

0 t 4 3 2

t 4 3 2 3

Fig. 113

numbers 4, and four numbers 5. We begin by placing the five numbers
I on the white squares and the four numbers 2 on the black squares in
such a way that a 1 and a 2 are never adjacent: When we do this, we
can occupy no region which consists of 9 or more connected squares;
for example, if we place a 3, say, on a white square belonging to this
region, then a 3 will have to be placed on all the white squares of the
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region, and a 4 on all its black squares, whereas this would contradict
the fact that only four numbers 3 and four numbers 4 are available
to be filled in; we also reach an impasse if we start by filling in the
numbers 2 and 5 in a region of nine or more connected squares. Such
a connected region can be avoided only by placing the numbers
0, 1, 2, 3, 4, 5 as shown in Figure 113 or by an arrangement in which
the italicized 5 in one corner is interchanged with the italicized 3 in
the opposite corner. After the numbers 1 and 2 are filled in, the
symmetry makes it immaterial whether we place the numbers 4 to
the left or to the right of the diagonal.

Now we have to replace the four numbers 0 by 6, 12, 18, 24 (in
some order), the five numbers 1 by I, 7, 13, 19,25, the four numbers
2 by 2, 8, 14, 20 and so on. Since non-divisibility of the 40 sums by
2 and by 3 has already been taken into account, the only thing we
have to do is to ensure that none of the numbers 5,7,25,35,43,47, and
49 can appear as a sum.

None of the numbers 1, 19, 25 can be adjacent to 24, while 1 and
19 cannot be adjacent to 6, either, and 7 and 25 cannot be adjacent
to 18 (and 13 cannot be adjacent to 12). From this it follows that the
numbers I, 19, 25, 24, and 6 can be filled in only in one of the six

A

18 1

12 19 22

6 25 4

24 7 16

13 10

D
18 19

12 1

24 7
6 13
26

B
18 19

12 1 22

6 25 16

24 7 4

13 10

E

12 1

6 25

24 7

18 13

19

Fig. 114

c
18 1

12 19

24 7
6 13

25

F
12 19

6 25

24 7

18 13

1
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ways shown in Figure 114. Also, in each of the diagrams E and F,
there is only one way to fill in the numbers 18, 12, 7, and 13 one after
another. In diagrams A and B we can fill in the numbers 18 and 12
(since 18 cannot be adjacent to 25); here the italicized numbers 7 and
13 can be interchanged. When filling in the numbers 7, 13, 12, and 18
in diagrams C and D, we must keep in mind that we cannot put 12
adjacent to 13, or 18 to 7; this allows the filling in to occur in two ways,
one of which is shown; the other one can be obtained from it by
simultaneously interchanging 7 with 13 and 18 with 12.

Diagrams E and F drop out immediately because ofthe impossibility
of filling in the number 22 (which cannot be adjacent to 13 or to 25).
In diagrams A and B, we can place 22 only against the right-hand
edge, and, after that, the number 10 only in the bottom row; this then
fixes the positions of 4 and 16 also.

23 8 11 18 1

14 5 12 19 22

11 24 1 4 15

6 13 10 9 2

25 16 3 20 21

23 8 tt 12 1

14 5 18 19 22

11 24 13 4 15

6 1 10 9 2

25 16 3 20 21

Fig. 115

In each of the diagrams A, B, C, D, the number 23 can be only in
the upper left-hand corner or in the lower right-hand corner, flanked
by 8 and 14 (since 23 cannot be adjacent to any ofthe numbers 12,24,
2, and 20). Ifwe place 2 and 20 in the upper left-hand part, then we
cannot fit in the number 5 anywhere. Hence, 2 and 20 should be placed
in the lower right-hand part, which requires 23, 8 and 14 in the upper
left-hand part, and, moreover, places 8 on the top row because
otherwise we cannot place 17 anywhere; 17 is then placed in the left­
hand row, and 11 in the top row. We have to place 3 next to 20 and 15
next to 2 (against the edge), hence, 9 and 20 have to be on the diagonal.
After this, we reach an impasse in diagrams A and B. In diagram D,
we cannot place both the numbers 4 and 22, so that only diagram C
remains. In this diagram, we have to place 20 and 3 in the bottom
row (because otherwise we cannot place 22 anywhere), which requires
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2 and 15 against the right-hand edge. We can then fill in the numbers
4, 22, 10, 16,21 and 9 one after another in one way only. We thus
obtain the two solutions shown in Figure 115, which arise from each
other by simultaneously interchanging 7 with 13, and 18 with 12.
249. Puzzle with larger pri:me nu:mbers. In Figure 116, the nine
dots have to be replaced by digits in such a way that the horizontal
rows contain three numbers which are prime, when read both from
left to right and from right to left. Vertically, too, we have to obtain
three prime numbers reading both downwards and upwards. Also,
for each of the ten diagonal lines, the dots (or dot) on such a line
should produce a prime number in either direction.

Fig. 116

The digits in the four corners must be prime numbers (consisting
of a single digit) but not 2 or 5, or 3-digit numbers divisible by 2 or 5
would result. Hence, in a corner of the square there can only be a 3 or
a 7. In the middle ofa side of the square, we can only have one of the
digits 1, 3, 7, 9; anything else would produce a 3-digit number
divisible by 2 or 5. Hence, along a side we must have a 3-digit prime
number which is also prime when read from right to left, which has
3 or 7 for its first and for its last digit, and a middle digit which is
I, 3, 7, or 9. The only prime numbers that satisfy these conditions are
313, 337 (or its reverse, 733), 373, and 797. Of these, 337, 733, and
797 should be disregarded, because they would produce a 2-digit
number divisible by 3 on a diagonal line. From 313 and 373 we then
find the following five solutions:

313 313 313 313 313
151 181 151 757 787
313 313 373 313 313
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By rotation, we can write down the third solution in four variants,
and the fourth and fifth solutions in two variants each, so that we can
also speak of ten solutions. The third solution yields the largest
number of different prime numbers (ten, in fact).

VII. REMARKABLE DIVISIBILITr

250. Divisibility of nUDlbers in a rectangle. We imagine a
rectangle to be divided into 3 x 4 small squares, and put a digit in
each square. In Figure Il7 these digits have been indicated by a, b,
c, ... , t. The number formed by the digits a, b, c, d will be called A;
the number formed bye, 1, g, h will be called B, and so on. The
number formed by the digits a, e, i (read downwards) will be called D,
the number formed by b,1,J will be called E, and so on. Then we have:
A = 103 x a + 102

X b + lOx c + d, and so on; D = 102 x a +
10 x e + i, and so on.

a b c d

e f g h
l j k l

A
B
C

DEFO
Fig. 117

From this it follows that we have:

103 x A + 10 x B + C = 105 x a + 104 x (b + e) + 103

X (c + f + i) + 102 x (d + g +J) + 10 x (h + k) + t,
with a corresponding result for 103 x D + 102

X E + 10 x F + G.
Hence we have:

102 X A + 10 x B + C = 103 X D + 102 X E + lOx F + G

So if the seven numbers A, B, C, D, E, F, G contain six numbers, for
instance A, C, D, E, F, G, divisible by 7, say, then it follows that
10 x B is divisible by 7, and that the same is true of B, too. So if all
but one of the numbers obtained by reading from left to right or
downwards are known to be divisible by 7, then the last number must
also be divisible by 7.

This property can be extended to larger rectangles, and to divisibili ty
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by 13, or by 17, or in general, by any number that is relatively
prime to 10, which means that it must end in 1,3, 7, or 9. The same
property also holds for a figure of arbitrary shape, as long as it consists
of equal squares that fit together to form horizontal rows and vertical
columns, since by placing zeros before and after the numbers (which
has no influence on the divisibility by 7 or 13, and so on), we can
reduce this case to that of numbers arranged in a rectangle.
251. Puzzle with lDultiples of7. In Figure 118, we have to rearrange
the 20 digits in such a way as to produce thirteen numbers divisible by
7 when we read the numbers from left to right and downwards; the
four digits in the bottom row are to be interpreted as two numbers
having two digits each (and not as a single four-digit number). The
top numbe- r

, read horizontally, is a I-digit number, and hence must
be replaced by 7, or by °if we admit numbers with °as the initial
digit.

r---

0

0 t t

2 2 3 3 .... 5 5 6 6 7 7

8 8 9 9

Fig. 118

According to §129, we can arrange the 20 digits in

(:~ ~o = 204 .38 .72 ·11 . 13·17 ·19 = 2,375,880,867,360,000

ways, that is, in more than 2 x 1015 ways. It is therefore completely
impossible to consider all these arrangements individually.

We can simplify the puzzle by noting that divisibility by 7 is not
lost when we replace a 7 by a 0, an 8 by a I, and a 9 by a 2. By doing
this we obtain four digits 0, four digits I, four digits 2, two digits 3,
two digits 4, two digits 5, and two digits 6. When we have found a
solution with these reduced numbers, it continues to be a solution
when we replace two of the four zeros by 7, which can be done in

2! :! 2! = 6 ways. We also retain a solution when we introduce digits
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8 to replace two of the four digits I, and digits 9 to replace four digits
2. Hence, each solution with the reduced numbers leads to 6 x 6 x
6 = 216 solutions, so that reducing the numbers produces a con­
siderable simplification. Yet this simplification is not so great that we
can solve the puzzle by rearranging the reduced numbers in all
possible ways, which are still over 1013 in number.

In solving the puzzle, we can make advantageous use of the property
proved in §250. If the two lower 2-digit numbers are both divisible by
7, then so is the number formed by the lower four digits. This shows
that we need not occupy ourselves with the divisibility by 7 of the
large 7-digit number; if it has been settled that the thirteen numbers
other than this largest number are divisible by 7, then so is the 7-digit
number. This, too, produces a considerable simplification.

Among the numbers to be checked for divisibility by 7, there are
five numbers having two digits or less and six three-digit numbers
(since the middle vertical number begins with 0 or 7-this initial
digit can be omitted when divisibility by 7 is being considered) and,
furthermore, one 5-digit number (since the 7-digit number has been
removed from consideration). To solve the puzzle, it is convenient to
write down all three-digit numbers divisible by 7, using reduced
digits. These are the following numbers:

000 014 021 035 042
133 140 154 161 203
266 301 315 322 336
420 434 441 455 462
553 560 602 616 623

056 063 105
210 224 231
343 350 364
504 511 525
630 644 651

112
245
406
532
665

126
252
413
546

252. Multiples of 7 puzzle with the largest sum. The number of
solutions of the puzzle with the multiples of7, from §251, is very large
even after reducing the digits. In order to limit this number we require
the solution for which the sum of the thirteen numbers is as large as
possible. With this aim we look for a solution in which the largest
number begins with 99-hence, after diminishing the digits, with 22.
The left-hand vertical number is then 21, the lowest number at the
left is 14, and the second vertical number 224; hence, the third
horizontal number begins with a 2, even when the digits have not
been reduced. As the third digit of the largest number we take 8,
which becomes I after the digits are reduced. The third vertical
number from the left ends in I (after reduction of digits), and is hence
equal to 021, 161,231,301, 511, or 651 (because the digit 4 cannot
occur twice in this number). The third horizontal number is made
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o
546

21. ..
221. .. 3
14 35

o
50.4

21200
2211663
14 35

o
553

21432
2216610
14 00

o
546

21125
2213360
14 00

largest by taking 511 as the third vertical number and changing each
of the two numbers I into an 8. In that case the two equal numbers
to the right and below are 00, 35, or 63. This gives the following
eleven possibilities, when we also fill in the second horizontal number
(the three-digit number):

o 0
525 532

21346 21635
2211630 2214160
14 00 14 00

o
560

21010
2212463
14 35

o
504

21. ..
221. .. 6
14 63

o
525

21. ..
221. .. 6
14 63

o
532

21514
2210006
14 63

o
553

21004
2214106
14 63

o
343

20601
2212105
14 56

o
336

20 ...
221. .. 5
14 56

In three of the eleven cases we reach an impasse when filling in the
three remaining vertical multiples of 7 (in such a way that each digit
occurs the proper number of times) ; in these cases none of those three
vertical numbers has been filled in. They have been filled in for the
remaining eight cases. However, the third horizontal number (the
5-digit number) cannot be a multiple of 7; this can be seen at once
from the initial digits 21 (in some cases in combination with the list
of numbers in §251, which gives the three-digit multiples of 7).

Next we try 301 as the third vertical number (to represent 378 in
non-reduced digits), which makes the second digit of the five-digit
number attain its largest value but one. The two equal numbers,
lower right, are then 14, 56, or 63. We can now fill in the second
horizontal number in different ways, which turn out to be nine in
number. In all cases but one, the three vertical numbers can be filled
in as multiples of 7, in some cases in two ways, so that the number of
cases rises to the twelve following possibilities:

o 0 0 0
336 350 301 301

20506 20652 20120 20460
2210251 2210631 2214635 2212135
14 14 14 14 14 56 14 56

o
364

20011
2212305
14 56

o
301

20205
2211546
14 63

o
301

20250
2211456
14 63

o
315

20001
2215426
14 63

o
315

20100
2212456
14 63

o
350

20140
2211256
14 63
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Only in the sixth case is the third horizontal number (the five­
digit one) divisible by 7. This can be seen quickly from the three-digit
multiples of 7 listed in §25l; since 203 and 301 are divisible by 7, so is
20601. Hence the fourth horizontal number (the seven-digit number)
is also divisible by 7 (see §25l).

Thus we find two solutions (Fig. 119) for which the sum of the
thirteen multiples of 7 will turn out to be as large as possible (see
§253), with a value of 10,019,520. The fact that the interchange of
the digit 1 at the right and the digit 8 at the right does not produce
a change in the sum of the 13 numbers is a consequence of the fact
that each of these digits is the units digit in one of the thirteen numbers,
and also the hundreds digit in another number.

,.---

7

3 4: 3

2 7 6 0 t
9 9 8 2 8 0 0

t 4: 0 6

-
7

3 4: 3

2 7 6 0 8

9 9 8 2 t 0 0

t 4: 0 6

Fig. 119

253. Proof that the solutions found do in fact yield the largest
sum. With the solutions found in §252, the unfavorable circumstance
arises that the fourth digit of the largest number turns out to be as
small as possible, which makes the sum of the two digits in the
thousands place only 9, for the horizontal numbers in these solutions.
Since the sum of the hundreds digits is 30 for these solutions, while
this sum can in no case be made higher than 46 by making a different
choice for the thousands digits, we need not examine cases other than
those in which the sum of the thousands digits of the horizontal
numbers is at least 8.

Hence, we still have to consider the cases in which the third vertical
number is 161, 651, 231, or 021. This will be done in the manner
indicated in §252. The number 161 gives no solution at all (we again
have 221 as initial digits for the seven-digit number), while 651 yields
only the two solutions in Figure 120. For these, the sum of the thirteen
numbers is 10,019,205, which is less than for the solutions found in
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§252, as was to be expected in connection with the smaller sum of the
thousands digits of the horizontal numbers (8 instead of 9). With
231 or 021 as the third vertical number, it is profitable to note that
the fourth digit of the seven-digit number should not be taken to be
less than 5 or 6, respectively. This does not lead to any solutions.

-
7

6 8 6

2 Ii 3 Ii 4:

9 9 8 8 t 2 0

t 4: 7 0

-
7

6 8 6

2 Ii 3 Ii 4:

9 9 8 3 t 2 7

t 4: 0 0

Fig. 120

We might ask whether we could not obtain the maximum sum of
the thirteen numbers by choosing 7 instead of 8 as the third digit of
the seven digit number. This is not the case, since the sum of the
thousands digits of the horizontal numbers is 9 (in the solutions of
§252), whereas that sum can never be larger than 8 + 8 = 16 (when
the seven-digit number begins with 99).
254. Multiples of 7 with the maximum product. The puzzle
requires considerably more work when we do not want the sum, but
the product, of the thirteen multiples of 7 to be as large as possible.
Then we must pay attention to the initial digits of all numbers,
because one low initial digit, even for one of the small numbers, makes
a drastic reduction of the product in question. We should pay special

~

7

9 3 8

Ii 2 0 1 7

9 0 4: 1 2 5 6

8 4: 6 3

Fig. 121
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care to the initial digits of the horizontal numbers which have 3, 5, or
7 digits, because each of th~ initial digits is also the initial digit of a
vertical number; hence, these three digits in particular should be
chosen high (or at least not too low).

Since interchanging two digits (0 and 7, or I and 8, or 2 and 9) has
a much more radical effect on the product of the thirteen numbers
than it has on the sum, it can be stated beforehand that we will find
only one solution with the largest product. After considerable work,
the solution turns out to be the one in Figure /2/. The product of the
thirteen numbers is over 210,583 x ]033.

The puzzle with the largest product has been borrowed from the
investigations of Dr. S. Kirederf, the well-known Egyptologist and
mathema.ician at Eugaheht, who revealed the secret of a stone found
in the picturesque step pyramid at Saqqara, which was built by the
famous architect Imhotep by order of the great king Zoser of the
Third Dynasty in the twenty-ninth century B.C. The red granite
stone, inlaid with white alabaster, gives a symbolic representation of

Fig. 122

fkrasniqi
Rectangle
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the step pyramid j the hieroglyphics on it mean: "Secret of Zoser,
King of Upper and Lower Egypt." Since it is known that Zoser had a
fervent admiration for mathematics, the inscription and the occurrence
of a harp player amid the decoration representing the harmony of
mathematics led Dr. Kirederf to conjecture that the mysterious
symbols in the 20 squares, which represent the stone blocks, have a
mathematical meaning. After years of prolonged study, it appeared
to him in 1932 that we have here the original forms of our digital
symbols, grouped according to the supposed solution of the puzzle
of the largest product, as discussed above. This sensational discovery
also showed that our decimal system was already known to the ancient
Egyptians, albeit to some adepts only!

By Dr. Kirederf's kind permission, we are able to present a photo­
graphic reproduction of the Saqqara stone (Fig. 122). It shows that
the solution of Figure 123 has been immortalized on the stone. In this
solution, the product of the thirteen multiples is less than 205,240 x
1033, hence less than in the correct solution given earlier. Dr. Kirederf
has not been able to determine whether Imhotep intentionally
depicted the largest product but one on the stone, or whether he
overlooked something.

-
'i

9 t 'i

9 0 t 4: 6

5 0 3 2 2 5 8

6 3 8 4:

Fig. 123

VIII. MULTIPLICATION AND DIVISION PUZZLES

255. Multiplication puzzle "Est lDodus in rebus." In the multi­
plication below, the letters and the dots have to be replaced by digits.
Similar letters represent similar digits, but the possibility that two
different letters are replaced by the same digit is not excluded. Each
of the ten digits corresponds to at least one letter, so there is precisely
one case where two different letters are replaced by the same digit.
We require the determination of all digits.

fkrasniqi
Rectangle
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ESTMODUS
INREBUS

x
• • • • • • • • •

• • • • • • • • •
• • • • • • • •

• • • • • + • + •

• • • • • • • • •
• • • • + • • • •

• • • • • • • • •

315

•••••••• INREBUS

The message "est modus in rebus" which is formed by the
multiplicand and the multiplier is the best-known part ofthe quotation
following the preface of this book. We hope that in this puzzle we
have not exceeded the limits mentioned in the quotation, although we
must admit that the puzzle is far from easy. A perverse translation
of the phrase which would suit this book is, "Rebuses are in fashion."

But now down to business. We shall call the multiplicand (the
8-digit number) X, and the multiplier Y. Since there are seven partial
products, the digits ofY are all different from O. The number formed
by the last two digits of X (or of Y) will be called z. The product
X x Y has the same last two digits as Z2. According to the letters
that occur in the multiplication, Z2 has the same last two digits as z,
so that Z2 - z, that is, z(z - 1), must be divisible by 100. From
this it follows that either Z is divisible by 4 and (z - I) by 25, or Z

by 25 and (z - 1) by 4; in the first case Z = 76, in the second case
Z = 25. Since Y and X x Y have the last seven digits in common,
X x Y - Y, that is, Y x (X - 1), must be divisible by 107. The
number formed by the first six digits of X will be called x; the number
formed by the first five digits of Y will be called y; we then have
X = (100 x x) + Z and Y = (100 x y) + z. From the locations of
letters E in the multiplicand and in the multiplier, the last digit but
one ofy is equal to the initial digit of x. From the numbers of digits
of the partial products it appears that the last digit ofy is smaller than
the other digits ofy (and also smaller than the digits of z), that the
product of the last two digits ofy (that is, E x B) is less than 10, and
that E (the last digit but one ofy) is greater than 2; hence the last
digit ofy must be either 1 or 2.

The case Z = 76. In this case, Y is not divisible by 5, and (X - I) is
not divisible by 2; hence Y must be divisible by 27 = 128, and
(X - I) by 57 = 78,125. Since Y = (100 x y) + 76 and (X - I) =
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(100 X X) + 75, it follows that (25 x y) + 19 must be divisible by
32, and (4 x x) + 3 can be written as 3125 x t, where t is a multiple
of 4 plus 3 (because 3125 is a multiple of 4 plus I), so we can put
t = (4 x v) + 3, which leads to:

x = (3125 x v) + (3125 X
4

3) - 3 = 3125 x v + 2343.

Since (25 x y) + 19 is divisible by 32, and hence by 4, we find
that (y - I) must be divisible by 4, which makesy a multiple of 4 plus
I. When we associate this with the results concerning the last two
digits ofy, it follows that these digits must here be 41,61, or 81. The
multiplicand X is then 46 ... 76 or 66 ... 76 or 86 ... 76. In the first
case, x (being a multiple of 3125 plus 2343) is one of the numbers
461718,464843,467968, in the second case one of the numbers 661718,
664843, 667968, and in the third case one of the numbers 861718,
864843, 867968. In all these cases, too many equal digits occur in X,
so that X and Y together would contain less than ten different digits;
it may also be noted that in all the numbers found for X the digit 0
is missing, while 0 cannot occur in Y. Hence, the case z = 76 does not
lead to any solutions.

The case z = 25. In this case, Y is not divisible by 2 and (X - 1) is
not divisible by 5; hence Y must be divisible by 57 and (X - I) by 27•

From Y = (100 x y) + 25 and X - I = (100 x x) + 24 it follows
that (4 x y) + I is divisible by 3125 and (25 x x) + 6 is divisible by
32. From the latter fact we conclude thatx is even, after which it follows
(by trying out x = 2, 4, and so on) that x is a multiple of 32 plus 10.
According to these results, the number (4 x y) + I can be written as
3125 x w, where w is a multiple of 4 plus I, so we can put w =
(4 x u) + 1; as a consequence we have:

3125 - I
y = (3125 x u) + 4 = (3125 x u) + 781.

Since the last digit ofy must be I or 2, u must be even, which makes
y a multiple of 6250 plus 781. Since Y cannot contain the digit 0 or
two pairs of equal digits (we may also save time by noticing that Y
cannot here begin with I), the numbers 6328125, 6953125, and
9453125 become the only numbers which deserve consideration for Y.
In the last two cases, X begins with 3, which is incompatible with the
number of digits in the second partial product. It follows that we must
have Y = 6328125 and X = 85 ... 25; here the dots represent the
digits 0, 4, 7, 9 in some order. Since x is a multiple of 32 plus 10, the
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last digit of x must be even, hence 0 or 4, and the last digit but one of
x must then be odd, hence 7 or 9. Thus, only eight possibilities for x
deserve consideration, only one of which turns out to be a multiple of
32 plus 10. This gives X = 85079425.
256. Multiplication and division puzzle. The working of a
multiplication sum is indicated below by dots, together with a check
produced by dividing by the multiplier B, to give the multiplicand
A as the resulting quotient. The digits of the division, too, are all
represented by dots. I t is further given that the product is a multiple
of 9 plus 2. The problem is to fill in all the digits.

• • •• A
• •• B

• • + •

• • • •
• • • •

• • • ~ • • • • • • • L· • • •• • •
• • •
• • •
+ • • •

• • •
• • •
• • •

•
The layout of the multiplication and division shows that the digits

of B and of A are all different from O. The products used in the first
and third steps of the division must begin with 9. Hence the division
shows that the first and the third digits of the quotient A are equal,
that the second digit of A is smaller than this, and that the fourth
digit of A is not greater than this; this means that the first digit of A
is at least 2. The seven digits of the product A x B show that the third
partial product begins with a 9. Hence, the first digit of A is not a 2,
since in that case A would be at least 2121 and at most 2122; the first
digit of A is not equal to 4, either, since in that case A would be at
least 4141 and at most 4344; and in these cases, A could not provide
a partial product beginning with 9. For the same reason, A does not
begin with 5, 6, 7, or 8. IfA begins with 9, then B = Ill, and is thus a
multiple of 3; therefore the same is true of Ax B, and this is in
contradiction to the fact that A x B is a multiple of 9 plus 2. So the
first digit and the third digit ofA must be equal to 3, while the second
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digit must be 1 or 2, and the fourth digit must be 1, 2, or 3. The first
digit of B must be 3. According to the multiplication (in which the
partial products are four-digit numbers) the second digit and the
third digit ofB are at most 3. Since A x B is a multiple of9 plus 2, we
have the following possibilities (9m - 4 stands for "multiple of 9
minus 4," and so on):

A: 9m - 4,
B: 9m + 4,

9m - 2,
9m - 1,

9m - 1,
9m - 2,

9m + 1,
9m + 2,

9m + 2,
9m + 1,

9m + 4,
9m - 4.

From the digits of the number A (which is not a multiple of 3) we
conclude that A must be a multiple of 9 minus 1, plus 1, or plus 2,
which makes B a multiple of 9 minus 2, plus 2, or plus 1, in the
respective cases. From the digits of B we conclude that B is not a
multiple of 9 plus 2 or plus 1. This means that B must be a multiple
of 9 minus 2, and A a multiple of 9 minus 1; this gives A = 3131.
After this, the third and fourth steps of the division show that 31 x B
is larger than 10,000, so that B is larger than 322. Therefore, B = 331.
*257. TerlDinating division puzzle. In the terminating division
shown below, the dots represent unknown digits, and in the entire
division the locations of only seven digits 7 are known. However, it is
also possible that a dot represents a digit 7.

We shall indicate the divisor by D, the quotient by Q, the digits

•••• 7 •• ~ •••••• 7 ••••• ····L···7 ••••••
• • • • • • •
• • • • • • • •
• • • • • • • •

• • • • • • • •
•••••••

• ••••••
• • • • • • •
• ••••• 7 •

• •• 7 • ••

• •••••••
• •••••••

• • • • • • • •
• • • • • • •

• 7 •••••
• • 7 •• ••

• • + • • • •

•••••••
•
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of the divisor by di , d2 , ••• , d7 , and those of the quotient by qi,
q2, ... , qiO· Hence, it is given that q4 = 7, while it is clear at once
that qa = o. The digits qa and q7 must both be larger than q4 (hence
larger than 7) and less than q2 and qa; consequently, qa = q7 = 8 and
q2 = qa = 9. From q7 = 8 it follows that 8 x D is less than 10,000,000
and at least equal to 10,000,000 - 97,999 = 9,902,001; hence D
must be less than 1,250,000 and greater than 1,237,750, so that
d i = 1, d 2 = 2, and da = 3 or 4. From this it follows further that
qs = 8. Since the fourth digit of qs x D, thus of 8 x D, is a 7, this
shows that d4 = 4 or 9, and that da is at most 4. The assumption that
da = 3 leads to d4 = 9 (because D is greater than 1,237,750), from
which it follows (in connection with the third digit of qg x D being 7)
that we must have qg = 2 or 7. From the thirteenth row of the division
sum it is evident that (800 + qg + I) x D is a ten-digit number.
However, 803 x dad7 is less than 803 x 1,240,000, hence less than
995,720,000, so that qg = 2 drops out, and only qg = 7 remains to be
examined. The second digit of the product obtained when 7qiO (that
is, the number written with the digits 7 and qlO) is multiplied by D
is a 7; but we have

7qiO X 1,239,7dad7 = 86,779,000 + (qiO x 1,239,7dad7 )

+ (70 x dsd7 );

the second digit of this number is not 7 for any of the possible values
1,2, ... ,8 of qiO, so that qg = 7 is not possible, either, which makes
da = 3 drop out. So we must have da = 4, and D = 1,24d4 , 7dad7

(where d4 = 4 or 9). The third digit of qg x 1,249,7dsd7 is not a 7 for
any of the possible values of qg, so we must have d4 = 4. From the fact
that the third digit of qg x 1,244,7dsd7 is a 7 it follows that qg = 4.
The second digit of

4qio x 1,244,7dad7 = 49,788,000 + (qiO x 1,244,7dsd7)

+ (40 x dsd7 )

is a 7, from which it follows that qiO = 6. The seventh digit of
898,046 x 1,244,7dad7 = 1,117,797,856,200 + 898,046 x dad7 is a 7,
from which we c~n deduce (since dad7 is less than 50) that dad7 = k x
11, where k = 0, 1, 2, 3, or 4. Hence, for the dividend Q x D we find:

qi,987,898,046 x 1,244,7dsd7 = (qi x 1,244,700,000,000,000)
+ 1,229,636,697,856,200 + (k x 10,866,878,605)

+ (qi X k x 11,000,000,000).
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The seventh digit of this number is the last digit of 6 + k X

(ql + I). This has to be a 7, by the terms of the problem, so that
k x (ql + I) must end in 1. In connection with k = 0, I, 2, 3, or 4­
(keeping in mind that ql is different from 0), it follows that k = 3,
hence d6 = d., = 3, and ql = 6. Consequently

D = 1,244,733, Q = 6,987,898,046.

The dividend is then found as the product

Q x D = 8,698,067,298,491,718.

All data are satisfied, as is confirmed by performing the division.
*258. Repeating division puzzle. The division sum below obtains
the expansion of a common fraction, reduced to its lowest terms, as a
repeating decimal fraction. The dots represent the digits; these are all
unknown. The repeating digits have been indicated by a lin-: over
their dots. The problem is to determine all the digits.

...... ~ L············
• • • • • •
•••••••

• • • • • •
• • • • • • •
• • • • • • •

• • • • • • •
• • • • • •
• • • • • • •
• • • • • • •

• • • • • • •
• • • • • • •

• • • • • • •
• • • • • • •

• • • • • • •
• • • • • • •

• • • • • •
• • • • • •
• • • • • •

Multiplication of the result by I°produces a completely repeating
fraction which has nine repeating digits. The denominator of the frac-
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tion (reduced to its lowest terms) that is equal to this pure repeating
fraction must be a divisor of

109 - 1 = (103 - 1) x (l06 + 103 + 1)
= 9 x III x 1,001,001 = 34 x 37 x 333,667;

here 37 and 333,667 are prime numbers. Since that denominator must
arise from the original denominator by dividing it by 2, 5, or 10, the
new denominator has 5 or 6 digits and must therefore be equal to
333,667. This means that the denominator of the original common
fraction must have been 2 x 333,667 = 667,334. If the digits which
follow the decimal point of the repeating fraction are denoted by
qi, q2, .•. , then the repeating fraction is Il.Qi1Q3Q4Q5q60001. In the
problem, the third number from the bottom has the form .. 0000. If
we take the number formed by the first two digits and divide it by
667,334, then we obtain the following expansion of a completely
repeating fraction:

667334-.J ••
6 6 7 3 3 4

• • 2 6 6 6 0
6 6 7 3 3 4

• 5 9 3 2 6 0

• • • • • • •
• • • • • • 0
+ • • • • • •

• • • • • • 0
• • + • • • •

•••••• 0

• • • • • • •
• •

The first digit of the number in the fifth row of this last division sum
is at least 3, so that Q3 must be at least 5. Hence, the dividend of this
division sum must be greater than 667,334 x 0.0001 15 = 76.74341,
and less than 667,334 x 0.00012 = 80.08008; since the dividend
(still of the last division sum) is an integer and must be even, it must

be 78 or 80. Since 80 leads to the repeating fraction 0.000119880 and
Q6 is not equal to 0, the dividend cannot be 80, and therefore it must
be 78. With this, the digits of the last division sum have all been found;
in particular, the number in the third row is shown to be 112660. For
the original division sum we now know:
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667334.--1 + + + + + + + L Il.ql1 etc.
6 6 7 3 3 4
+ + + + + + +

667334

+ + + + + + 0
+ + + + + + +

2 6 6 6 0

So the number in the sixth row must end in 4, which is possible only
when ql = 6 (since ql is greater than 1). After this, the division sum
can be completed as follows:

667334.--17752341 L11.61 etc.
667334

1079001
667334

4116670
4004004

1126660

and we find 7,752,341 for the numerator of the common fraction. The
mixed repeating fraction is 11.6168830001.

IX. DICE PUZZLES

259. Syuunetries ofa cube. A cube is standing on a table (Fig. 124).
We move the cube in such a way that it takes up the same position as
before, without requiring that every point of the cube, considered as a
material body (for example, a block from a child's set, covered with
colored pictures), has to be in its original position. In how many ways
can we set down the cube?

The answer is quite simple. We can choose any of the six faces as
the base. When we have made a choice as to this, we can still give the

Fig. 124
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cube 90° rotations around the line which joins the centers of the base
and the top, so that any of four lateral faces can be the front. This
gives 6 x 4 = 24 ways in all to set down the cube.

This can be done in more than one way because of the fact that
the cube possesses various axes of symmetry. A body is said to have an
axis of symmetry, or a symmetry-axis, if there is a straight line with
the property that the body can be rotated around that line by an angle
less than 360°, to bring it into coincidence with its original position.

The smallest angle for which this occurs is the result of dividing
360° by a whole number to obtain, for example, 120° or 90°; we then
speak ofa symmetry-axis oforder 3 or 4, respectively; with a symmetry­
axis of order 4, say, the body will allow a rotation by 90° or 1800 in
either direction. We can now pose the problem 0f determining all
the symmetry-axes for a cube.

The cube has four symmetry-axes oforder 3, formed by its diagonals
(the lines which connect opposite vertices); three axes of order 4, the
lines which connect the centers of opposite faces; and, further, six
axes of order 2, the lines which connect the midpoints of opposite
edges. This, too, leads to the number of ways found above; by a
rotation around an axis of symmetry of order 3, 4, or 2 we can bring
the cube into 2, 3, or 1 new situations, respectively, for which the
position in space is the same. In all, this yields 4 x 2 + 3 x 3 + 6 x
1 = 23 new positions. Together with the original position, we thus
get 24 situations for the cube from the child's set, such that it occupies
the same position in space.
*260. Group of syDlDletries. If we successively rotate the cube
around two of its axes of symmetry (by appropriate angles), its final
position in space is the same as at the start. So the final result could
also have been achieved by a rotation around a third axis ofsymmetry.
We express this by saying that the rotations form a group; we also
speak of a group of symmetry-axes.

Among the symmetry-axes, there are some that form a smaller
group, a so-called subgroup. Two successive rotations around
symmetry-axes of that subgroup (again by suitable angles) will
jointly amount to a rotation around a symmetry-axis that also belongs
to the subgroup. Each symmetry-axis separately can be considered
as a subgroup; also a symmetry-axis of order 4 can be used as an axis
of order 2, to provide a subgroup.

The foregoing shows that the existence of two symmetry-axes gives
an assurance that other symmetry-axes exist. Thus, from an axis I of
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order 4, and an axis of order 2 which cuts l perpendicularly at a point
0, it follows that there are three more axes of order 2 which are also
perpendicular to l at 0, and which mutually include angles of 45°.
Conversely, if there are two symmetry-axes of order 2 which intersect
at a point 0 at an angle of 45°, the line through 0 perpendicular to
both axes is a symmetry-axis of order 4, and there are two more
symmetry-axes of order 2 through 0 (perpendicular to the axis of
order 4). These five symmetry axes form a group, a subgroup of all
the symmetry-axes of the cube. A smaller subgroup (a subgroup of the
subgroup) is formed by three symmetry-axes of order 2 that have one
point in common and are pairwise perpendicular; any two of these
symmetry-axes imply the presence of the third one.
*261. SYllunetries of the regular octahedron. A regular octa­
hedron (bounded by eight equilateral triangles) has the same group
of symmetry axes as the cube, and so has four axes of order 3, three of
order 4, and six of order 2 (Fig. 125). We leave it to the reader to

Fig. 125

identify the positions of these symmetry-axes in the body.
The correspondence of the symmetry-axes of the two polyhedra is

also exhibited by the fact that the centers of the six faces of a cube arc
the vertices of a regular octahedron, while the centers of the faces of a
regular octahedron form the eight vertices ofa cube. We can give such
dimensions to the cube and the octahedron that we can imagine the
two bodies (interpenetrating each other) to be positioned in such a way
that each of the twelve edges of the cube is a perpendicular bisector of
some one of the twelve edges of the octahedron.
262. Eight dice joined to make a cube. We have eight completely
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identical dice, which have the property that the face with 6 spots is
opposite the face with 1 spot, with 2 and 5 also opposite each other, and
similarly for 3 and 4 (Fig. 126). The eight dice are glued together to
form a cube which has an edge twice as long as that ofeach of the dice.
We requir~ the number of ways in which this can be done. Inter­
changing the dice, and at the same time preserving the positioning of
the spots, is not to be considered as a different assembly (since the
dice are completely identical). If the cube is rotated in such a way
that it resumes its position with an interchange of faces, then we do
consider this as a different form of assembly.

Fig. 126

We can put down a die in 24 ways such that every time it has the
same position considered as a body, although the spots are differently
placed (see §259). This holds for each of the eight dice, which shows
the number of assemblies to be 248 = IlO,075,314,176, that is, over
110 billion (in the American sense).
*263. More difficult puzzle with eight dice. The puzzle of §262
becomes more attractive, but also substantially harder, when we
consider solutions to be identical if they arise from each other through
a rotation of the cube. Since we can put down the cube 24 ways, the
required number would be 24 times as small as the number of §262,
provided that no symmetrical cubes existed, that is, cubes that are
transformed into themselves by rotation, even when regard is also
paid to the spot numbers (which means that any question of
reflectional symmetry with respect to a plane can here be dis­
regarded). There are six types of cubes which show symmetry of this
kind, as shown in Figure 127.

Each of the six types is characterized by its symmetry-axes, and thus
by the relevant subgroup of the group of the cube's symmetry-axes
(see §260). Since the three spot numbers in a corner are always



326 XIII: PUZZLES WITH MATHEMATICAL ASPECTS

different, symmetry-axes of order 3 are never present. In regard to the
invisible spot numbers in the figures, the reader is referred to §264.

TYPE I (the one with the highest symmetry): In the position shown,
the line joining the centers of the front and the back is a symmetry­
axis of order 4. The line joining the centers of the top and the base,
the line joining the centers of the left-hand and the right-hand faces,
and the two lines joining the centers of opposite edges perpendicular to
the front and back are symmetry-axes of order 2; these four lines are
perpendicular to the symmetry-axis of order 4. We can set down the

Fig. 127

cube in 8 ways such that the spot numbers, too, remain the same, and
in 24/8 = 3 ways such that the spot numbers are different every
time. The latter statement can immediately be verified by considering
that the symmetry-axis of order 4 can be any of the three lines which
join centers of opposite faces.

Disregarding the position of the cube, there are 24 solutions of type
I, for when we have made a choice of the faces for the equal spot
numbers (which fixes the position of the symmetry-axis. of order 4),
we then can position one of the dice in 24 ways, after which the
positions of the remaining dice follow from rotations around the
symmetry-axes.



DICE PUZZLES 327

TYPE II: The line joining the centers of the front and the back is a
symmetry-axis of order 4. We can set down the cube in four ways such
that the spot numbers are unchanged, and in six ways such that the
spot numbers are differently placed every time.

Ifwe choose the faces with equal spot numbers as the front and the
back, then we can position the die in the lower right front corner
arbitrarily, as well as the die in the lower right back corner, after
which the positions of the remaining dice are determined by rotations
around the symmetry-axis of order 4. This gives 24 x 24 positions.
Among these, there are the 24 solutions of type I, so that 23 x 24
solutions remain. These are identical in pairs for 1800 rotations around
the line joining the top and the base. Hence, there are 23 x 12 = 276
solutions of type II (disregarding the position of the cube).

TYPE III: The line joining the centers of the front and the back,
and the two lines joining the centres of opposite edges perpendicular
to front and back, are symmetry-axes of order 2. We can set down the
cube in 4 ways such that the spot numbers are the same, and in 6 ways
such that the spot numbers are different every time.

We can place the lower right front and lower left front dice
arbitrarily, after which the position of the remaining dice is deter­
mined. This gives 24 x 24 ways, among which are the 24 solutions of
type I. Again the remaining solutions are identical in pairs for
rotations by 1800 around the line joining the centers of the top and the
base, so that there are 276 solutions of type III.

TYPE IV: The three lines joining the centers of opposite faces are
symmetry-axes of order 2. As with type III, these are pairwise
perpendicular, and we can set down the cube in 4 ways such that the
spot numbers remain the same, and in 24:4 = 6 ways such that the
spot numbers are altered; the latter statement can easily be verified
directly.

If we set down the lower right front and upper right front dice
arbitrarily, which can be done in 242 ways, then the position of the
remaining dice follows as a result of the required symmetry. However
we then also obtain the 24 solutions of type I, each of them three
times (with three positions of the symmetry-axis of order 4). This
gives 242 - 3 x 24 = 21 x 24 positions. The foregoing can also be
worded as follows: we can give an arbitrary position to the lower right
front die, with a choice of 24 ways; when this choice has been made,
as in Figure 127, for example, we can position the upper right front die
in 21 ways, since we have to avoid the three positions where the
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spot numbers 1, 4, and 5 meet at the upper right front corner (this
would lead to type I in some position). For the remaining 21 x 24
ways, the position of the cube has been taken into account, so that
there are 21 x 24/6 = 84 solutions of type IV.

We now proceed to the less regular types.
TYPE V: The line joining the centers of the front and the back

is a symmetry-axis of order 2. We can set down the cube in two ways
such that the spot numbers remain the same, and in 12 ways such
that the spot numbers are different every time.

We can place the four lower dice in 244 ways, after which the
position of the remaining dice is determined. Among these, the 24
solutions of type I occur three times each (with different positions of
the axis of symmetry of order 4), the 23 x 12 solutions of type II
twice each, the 23 x 12 solutions of type III twice each, and the
7 x 12 solutions of type IV six times each. This gives

244 - 3 x 24 - 23 x 24 - 23 x 24 - 21 x 24 = 48 x 6877

solutions of type V, where the line joining the front and the back is
the symmetry-axis, and where the position of the cube has been taken
into account. We thus obtain every solution four times (namely,
rotated by 90° around the line joining the centers of the front and
the back, and both positions thus obtained rotated by 180° around the
line joining the centers of the top and the base), so that there are
12 x 6877 = 82,524 solutions of type V.

TYPE VI: The line joining the center of the upper right edge to
the center of the lower left edge is a symmetry-axis of order 2. We can
place the cube in 12 ways such that the spot numbers are different
every time.

Ifwe leave the position of the symmetry-axis unchanged, but if, for
the rest, we take into account the position of the cube, then we obtain
(as with type V) 244 placings. These include the 24 solutions of type I,
once each, and the 23 x 12 solutions of type III, twice each, so that

244 - 24 - 23 x 24 = 242 x 575
placings remain. In this way, we obtain every solution twice (namely,
also rotated by 180° around the line joining the centers of the front
and the back), so that there are 288 x 575 = 165,600 solutions of
type VI.

If we also take into account the position of the cube, then, as
appears from the foregoing, the number of solutions with one or more
axes of symmetry is:
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(3 x 24) + (6 x 23 x 12) + (6 x 23 x 12)
+ (6 x 7 x 12) + (12 x 12 x 6877) + (12 x 288 x 575)

= 72 x (1 + 23 + 23 + 7 + 13754 + 27600)
= 242 X 8 x 647 = 2,981,376.

Hence, the number of solutions without an axis of symmetry, when
we take into account the position of the cube is:

248 - 242 X 8 x 647 = 242 x 8 x (23,887,872 - 647)
= 242 x 8 x 23,887,225,

so that the number of solutions without a symmetry-axis, without
taking into account the placing of the cube, is:

24 x 8 x 23,887,225 = 4,586,347,200.
Hence, without taking account of the position we find the total

number of solutions to be:
24 + 12 x 23 + 12 x 23 + 12 x 7 + 12 x 6877 + 288

x 575 + 192 x 23,887,225 = 48 x 95,554,083
= 4,586,595,984.

*264. Which are the invisible spot D1unbers? In §263, six types
of cubes have been drawn, while the symmetry-axes of these cubes
have been given. We now pose the problem: to derive from these
data the spot numbers on the invisible faces.

For types I, III, and IV this takes little trouble.
With type II, the symmetry-axis of order 4 shows us which spot

numbers are on the base and on the left-hand face, and we learn
further that on the back there are four equal spot numbers. From the
upper right back die it follows (in connection with the placing of the
spot numbers on the dice indicated in Figure 126) that these are four
faces each with a 5.

With type V, the symmetry-axis indicates which spot numbers are
on the base and on the left-hand face, and we learn further that on the
back the diametrically opposite spot numbers are equal. The upper
right-hand number, hence also the lower left-hand number, on the
back is 1. From the direction of the line joining the 3's on the right­
hand face, it follows (in connection with Figure 126) that the lower
right-hand number and the upper left-hand number on the back
must each be a 2 or must each be a 5. Hence, there are two possibilities
here.

With type VI, the symmetry-axis indicates which spot numbers are
on the back, and we learn further that on the base the same spot
numbers occur as on the left-hand face. The right-hand front number
on the base is a 6, hence this spot number also occurs at the back of
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the top of the left-hand face. Since on the back there is a I at the
lower right, there is a 4 on the base at the back of the right-hand face,
hence also on the top front of the left-hand face. On the base, there is a
2 or a 5 at left front, and on the left-hand face, bottom front, there is a
I or a 6, correspondingly, so that on the bottom face there is also a I or
a 6, respectively, at the left back. Hence there are two possibilities here,
also.



Chapter XIV:
PUZZLES OF ASSORTED TYPES

1. NETWORK PUZZLE

265. Networks. By a network we mean a collection of line segments.
These are called the edges of the network and their endpoints are
called its vertices. It is assumed that any two edges have nothing else
in common, or only a single vertex in common. The edges of a net­
work need not be the edges of a polyhedron. We can form a network,
for instance, by taking the twelve edges of a cube, together with the
four body-diagonals (each of which connects a pair of opposite
vertices to the center of the cube, and can be assumed to provide two
edges; Fig. 128), or else a network could consist only of four edges
that radiate from a single point.

Fig. 128

We shall call a network connected when it does not fall apart into
two or more disjoined networks. Two networks are called disjoined
when no edge of one network has a point in common with any edge
of the other network.
266. Puzzle on open and closed paths. We imagine that a point
moves along one or more edges of the network, starting at a vertex

331
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and ending in a vertex, but in such a way that no edge is traversed
twice or more. The moving point may pass through the same vertex
twice or more often. Such an assembly of edges will be called a path.
A path will be called closed or open according as its endpoints
coincide or do not coincide. Each of the vertices of a closed path can
be considered as a starting point or an endpoint.

We shall say that a network has been divided into paths when these
paths have no edge in common, and jointly form the whole of the
network. This raises the problem of dividing a given network into the
smallest possible number of paths. In particular, we ask how we may
determine from a network whether it can be traversed in a single path,
and, if so, whether that path is open or closed, or whether the network
can equally well be traversed by an open path or a closed one. For
these purposes we can naturally assume that the network is connected.
267. Relation to the vertices of the network. The number of
edges which meet at a vertex will be called the order of that vertex.
If this number is even (or odd), we shall speak of an even (or odd)
vertex. The sum of the orders of all vertices of a network must
amount to twice the total number of edges, since each edge is counted
twice in that sum, by reason of the two vertices which lie on it. So the
sum of the orders taken for ail the vertices must be an even number.
This implies that the network must contain an even number of odd
vertices (possibly zero). A network will be called even if all its vertices
are even vertices (as in Figure 128); if there are at least two vertices
which are odd vertices, we shall then refer to the network as an odd
network.

Suppose that the edges of the network can be traversed in a single
closed path (which implies that the network must be a connected
network). Ifwe arrive at some vertex in traversing the path, we then
must proceed to leave it by way of another edge of the network. In
this way, the edges meeting at the vertex are associated in pairs, and
consequently the vertex must be an even vertex. This shows that an
odd network can certainly not be transformed into a single closed
path.

Next we assume that the edges can form a single open path. In this
event, each vertex of the network must be an even vertex, except for
the two endpoints of the path. These must be odd vertices, since the
edges that meet at one of these endpoints must again correspond in
pairs, apart from the edge which forms a beginning or end for the
path. This means that the network must have exactly two odd vertices;
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the endpoints of the path cannot be any vertices other than the two
odd vertices. From this it also follows that no network can ever be
considered both as a single open path and also as a single closed
path.

Ifaconnt;cted network has 2 x k odd vertices (at least4 in number),
it then follows, in the same way, that the network cannot be divided
into fewer than k paths. If a division into k paths is possible, then these
must all be open paths; the endpoints of these paths must be the 2 x k
odd vertices; in this case, no two of the k paths can have an endpoint
in common.
268. Splitting a network. At a vertex A of some connected network
X, suppose that we start a path which makes use of an edge AB. The
network X, which is produced by deletion of the edge AB from X,
can be called the residual network. Now it may happen that this
residual network Xl splits up into two disjoined parts, in which case
we can distinguish a terminated network X 2 (containing the vertex A
but not the vertex B) from a continuation network X s (which contains
the vertex B but not the vertex A). Each of X 2 and X s is then a con­
nected network. If B is a first-order vertex of X (which means that
AB runs to a dead end at B), then Xl is necessarily a connected net­
work which has A as a vertex, but not B; and then the residual
network consists only of a terminated network.

Let us assume that deletion of AB has split off a terminated network
X 2 • If B is an even vertex of the continuation network X s (or if X s is
missing, because AB goes to a dead end at B), then B must be an odd
vertex of X. If, however, B is an odd vertex of X s, then X s must have
yet another odd vertex, and this must be an odd vertex of the original
network N. This means that in either case N must have at least one
odd vertex C (either B itself, or a vertex other than B) which is not
a vertex ofX 2 (but which is a vertex of the combination ofAB and N s).

If we now decide to start a path from A, using some edge AD which
is different from AB, and find that deletion of AD will also cause a
splitting ofX, AB must then become a part of the terminated network
(which then contains A but not D), and the like must apply to the con­
tinuation network X s of AB, if deletion of AB gives rise to one.

This implies that the terminated network, for deletion of AD, must
include the odd vertex C, and must thus be an odd network. So we
now know that if we start a path from a vertex A, among the edges
radiating from A there is at most one edge whose use can split off a
terminated network which will be an even network. If only one edge
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of N passes through A, then this edge cannot cause a split of the type
considered.

This makes clear that the edge AB with which we start a path (at A)
can always be chosen in such a way that deletion of this edge from N
does not produce the splitting-off of an even network. When we draw
a second edge of the path, the continuation network N 2 (connecting
with AB) plays the same role as the complete network N did originally.
Hence, we can choose this second edge in such a way that no even
network is split off from N2 • Continuing in this way, we can entirely
avoid the splitting-off of any even network.

I t may be noted that these results imply a further consequence: ifan
even network splits off when the edge AB is deleted, then no splitting­
offwill be caused if we start with another edge passing through A (if
such is present). However, this is immaterial in our further argument.
269. Case of an odd network. Let N be a connected odd network
with 2 x k odd vertices (at least two). We start a path at an odd ver­
tex, and continue it as far as possible, always avoiding the splittir.g off
of an even network; the path must then end at some other odd vertex.
If N has at least four odd vertices, then the remaining network N' has
at least 2 x k - 2 odd vertices, because the endpoints of the com­
pleted path are transformed into even vertices by deletion of the path
whereas the other vertices are still of unaltered kind (even or odd), if
any vertices still remain in N. We now form a second open path,
from an odd vertex ofN' to another odd vertex of N', again avoiding
the splitting-off of an even network, continuing in this way as long as
we can. We repeat this until every odd vertex ofN has occurred as an
endpoint of an open path; k open paths have then resulted. Together,
they must constitute the entire network N, since otherwise the
remaining network would be even, which would be in contradiction
to the facts that no even network has split off and that the original
network was connected.

We now have a division into the smallest number of paths, since a
division into fewer than k paths is not possible (as we showed in §267).
270. Case of two odd vertices or none. As a special case (k = 1)
in the results of §269, we have the result that a connected network
with two odd vertices can be traversed in a single open path.

If the connected network N is an even network, and if we delete
from N an arbitrary edge AB, this causes no splitting-off (since,
according to §268, ~plitting-off would require that an odd vertex was
present in N), so the remaining network N 1 must here be a connected
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network. N 1 then has two odd vertices, A and B. It follows that we can
traverse N 1 in a single open path from B to A. Addition of the edge
AB then produces a single closed path. So a connected even network
can be described in a single closed path.
271. Another determination of the smallest number of paths.
If the connected network N has 2 x k odd vertices, then we begin by
forming k open paths, from an odd vertex to an odd vertex every
time (paying no attention to splitting-off). If this does not exhaust the
network, one or more even networks must then remain. From these,
we form closed paths, starting at an arbitrary vertex and ending at
the same vertex (again, without paying attention to splitting-off). If
N is even, we form closed paths exclusively.

If N is odd, we can incorporate the closed paths (if present) into
the k open paths and, by so doing, get rid of them, since any closed
path must have a vertex in common with at least one other path,
because N is connected. If A is this common vertex, and if a point is
traversing that other path, we can arrange on reaching A to traverse
the closed path first, before continuing that other path (if it has not
yet been traversed completely). The path that arises from the union
of two paths is closed or open, according as the other path is closed or
open; in the latter case the path that arises from the union has the
same endpoints as the odd path with which the even path has been
united. In the same way, we can incorporate the other closed path
(or closed paths that arise from unions) into other paths, until
eventually k open paths remain.

If N is even and if more than one closed path has resulted, we can
use this same method to unite some closed path (which must have a
vertex in common with at least one other path) with another closed
path, to produce a single closed path, and continue this until finally
there is only a single closed path.

It is true that this proof is shorter than the one given in §§267-270,
but the earlier proof has the advantage of also indicating considera­
tions which require attention in forming the paths, so that it is not
necessary to make errors first, and then correct them at the end, so to
speak. Every time it is proposed to add an edge to a path, there is
need only to watch whether this would cause an even network to split
off; if so, the continuation can be made by using any other edge, and
this is discontinued only when it becomes impossible to extend the
path.
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II. BROKEN LINES THROUGH DOTS

272. Broken line through nine dots. Nine dots have been arranged
in a square which has been divided into four smaller squares. A
broken line, consisting of four joined straight-line segments, has to
pass through the nine dots, starting at a dot, and ending at another
dot. The broken line is allowed to intersect itself.

This problem has only one solution, provided that broken lines
which correspond by rotation or reflection are considered to be
equivalent. We shall omit the argument, and confine ourselves to
drawing the solution (Fig. 129).

•
•
•

•
•
•

•
•
•

Fig. 129

273. Broken line through twelve dots. We replace the nine dots
of §272 by twelve dots, which are arranged in a rectangle divided into
six squares, and we require a broken line, consisting of the smallest
possible number of straight-line segments, to pass through the twelve
dots and pass through each dot once only. To keep the number of
solutions finite, we further require that each segment of the broken
line must pass through at least two of the dots.

The smallest number of line segments to produce a broken line
that satisfies the requirements is five. Five line segments allow a single
closed broken line through the twelve dots (Fig. 130). By deleting

• • • •
• • • •
• • • •

Fig. 130
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one of the three lightly drawn sections of the closed broken line, we
get an open broken line which satisfies the condition. Apart from these
three solutions, which begin at a dot and end at a dot, we have the
sixteen solutions shown in Figure 131 which cannot be completed to
form a closed broken line without increasing the number of line
segments.

Fig. 131

It is easy enough to find a broken line of five segments that runs
through the twelve dots, because some of the solutions are very
obvious. The difficulty consists entirely in finding the whole set of
solutions. The argument has been omitted, since it will be given for
the corresponding puzzle with 16 dots.
274. Broken line through sixteen dots. The puzzle becomes more
difficult when extended to sixteen dots arranged in a square divided
into nine smaller squares (Fig. 132). First we take the case in which the
broken line through the sixteen dots consists of five line segments.
Without discussion it is clear that the broken line cannot contain four
horizontal line segments. But then iCcannot contain three horizontal
segments, either, since otherwise each of the four dots ofthe remaining
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horizontal row would require a segment of the broken line, and all
four segments would have to be different (since there is no fourth
horizontal segment). Together with the three horizontal line segments,
this gives 3 + 4 = 7 line segments, which is too much. From this it
follows further that the broken line cannot contain two horizontal line
segments, either, since 2 + 4 = 6 line segments is too much, also. Of
course, there cannot be two vertical line segments, either.

Since 5 x 3 is less than 16 (the number of dots), at least one of the
five line segments has to contain four dots. If it is a diagonal, then we
reach an impasse with the remaining twelve dots, which have to be
placed on four straight-line segments. Hence, the broken line must
contain a horizontal segment, say, on which four dots lie. Since there
is no other horizontal line segment, no four of the remaining twelve
dots can lie on a single segment. So each of the four non-horizontal

• • • •
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Fig. 132

segments would have to contain three of those twelve dots; however,
this is impossible, since there cannot be two vertical line segments.
From this we conclude that a broken line offive line segments running
through sixteen dots is impossible.
275. Broken line with six line seglDents through 16 dots. As in
§274, we argue that the broken line cannot contain three horizontal
or three vertical line segments. From this it is evident that among the
sixteen dots only two separate sets of four (that is, sets of four having no
dot in common) can occur which between them account for two line
segments. The two line segments can be the two diagonals (case A in
Figure 133), or two line segments that are both horizontal or both
vertical-for example, both horizontal (case B in Figure 133). In
case B the remaining eight dots cannot include three dots that lie on
the same line segment, since this would require a third horizontal
segment; hence, the remaining eight dots must be able to be divided
into four pairs such that each pair lies on a segment of the broken line.

It is also possible that there are no two separate sets of four on two
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line segments, but that there is a line segment on which four dots lie.
This line segment can be a diagonal (case C) or run horizontally
(case D). Among the twelve remaining dots, there can be no three
separate sets of three that jointly occupy three line segments, since
otherwise we would obtain three horizontal or three vertical line
segments and thus reach an impasse. However, two separate sets of
three jointly occupying two segments must occur among the remaining
twelve dots, in view of the relation 4 + 3 + 3 + 2 + 2 + 2 = 16.
We obtain the possibilities in Figure 134.

If there is no line segment on which four dots lie (case E), then
there must be at least four separate sets of three jointly occupying four
line segments (in view of the relation 3 + 3 + 3 + 3 + 2 + 2 = 16).
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Fig. 134
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However, there cannot be more than four such sets of three, since
otherwise we would obtain more than two horizontal or more than
two vertical line segments. Thus we obtain the cases in Figure 135.

~.x;
:)(':

Ez

Es E6

Fig. 135

In cases Ba, B4, CI , DID' D Ia, D 14, and El> there is a line segment
which cannot be extended in either direction, and in cases E2, E4 , E5,

and Ea, there is a line segment for which this is not possible without
obtaining a line segment with four dots (and hence a previous case).
In cases Ea and E7 , more than two line segments occur which can be
extended in one direction only (if we want to avoid a previous case).
When the various possibilities are considered, it turns out that cases
Ca, C5, D 2 , D5, Da, and Du do not lead to solutions, either.

Only case A yields a closed broken line. By deleting one of the
lightly drawn portions in Figure 136 (left) we obtain an open broken

Fig. 136

line through the sixteen dots. In addition to this, A leads to another
open broken line (Fig. 136, right).

In case Bl> the two horizontal line segments have to be connected
by two or by four segments, which can be done in two ways and in one
way, respectively. In case B2 , the two horizontal segments have to be
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connected by one segment or by three segments. This gives the six
solutions shown in Figure 137.

Fig. 137

Case Dl gives the four solutions shown in Figure 138, in which the
two diagonal segments are connected to each other by two or three
line segments. Cases C2 , C4, D4 , Dg , Dl2, E 2 , E5 , and Ee also lead to
solutions, which, however, all occur among the solutions resulting

Fig. 138

from Dl • In addition, Da gives two further solutions (Fig. 139). De and
D 7 also give solutions, but no new cases.

In all, we obtain fifteen essentially different open broken lines that
satisfy the condition, among which there are two symmetrical ones
(corresponding to case A). Ifwe make distinctions between solutions
that arise from each other by rotation or reflection, then every
solution counts as eight solutions, except the two symmetrical ones,

Fig. 139
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which count as four solutions each; the number of solutions is then
(8 x 13) + (4 x 2) = 112.

III. OTHER PUZZLES OF A GEOMETRICAL NATURE

276. Land division puzzles. Figure 140 (in which the tiny squares
indicate angles of 90°) represents a piece of land which has to be
divided into four equal pieces that have the same shape as the original
piece of land. How should this be done?

The division can be produced by four straight lines, one of which
passes through the vertex in the lower left-hand corner. With this
hint, the four lines can be easily found.

2

Fig. 140 Fig. 141

Another easy division puzzle is the following. Figure 141 shows a
region of a plane which is bounded by three semicircles, two of which
are the same size, while the third is twice this size. This region has to
be divided into two pieces of identical size and shape.

It will be evident that this can be done by drawing a semicircle of
the same size as the two smaller bounding semicircles. By using two
such semicircles, the region can be divided into three equal parts of
identical shape, and so on.
277. Another division puzzle. The region shown in Figure 142
has to be divided into the smallest possible number of identical parts.

To achieve this we first divide the figure into a right-angled triangle
and a rectangle. According to the Pythagorean theorem, the hypote­

nuse of the triangle has the length V92 + 122 = 15, which is also the
length of the longer side of the rectangle. The area of the triangle is
t x 9 x 12 = 54, and that of the rectangle is 4 x 15 = 60. So if we
divide the triangle into 9 equal parts, and the rectangle into 10 equal
parts, then these 19 parts will all have the same area. They will also
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have the same shape if we make them right-angled triangles with
perpendicular sides of lengths 3 and 4.

')

Fig. 142

278. Polyhedron puzzles. A body bounded by planes (a poly­
hedron) is projected onto a plane. Visible edges (or rather their
projections) are indicated by continuous lines; hidden edges that do
not coincide with visible edges (in the projection) are shown as dotted
lines. The visible faces are hatched. The diagrams shown in Figure 143
are drawn in this way.

Fig. 143

No dotted lines have been given here, because there are no lines
that have to be dotted. The number of faces of the body is as small as
possible. How large is this number, and what shape can the bodies
have?

The smallest numbers of faces are 7, 5, and 6, in the successive
cases.* We leave it to the reader to imagine the polyhedra that satisfy
the question.

* [Thus the original. But the second and third numbers are both one unit too
large!-T.H.O'B.]
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The following presents a similar problem: To cut off from a
cylindrical cork, by as few plane cuts as possible (for instance, with a
flat knife), enough to produce a body which canjust pass through each
of the three openings shown in Figure 144. The intention is that the
body, in an appropriate position, should entirely fill the hole in each
of the three cases.

Fig. 144

I t is possible to achieve this by two plane cuts. They touch the
circumference of the base of the cork at two diametrically opposite
points, and make the same angle with the axis of the cork. Below each
of the three holes, the body has been drawn in the position in which
it can pass through the hole; the middle diagram shows the shape of
the body clearly.

IV. QUEENS ON THE CHESSBOARD

279. Eight Q.ueens on the chessboard. A well-known problem,
formulated and solved in 1850 by Nauck, and of interest to no less a
person than the great German mathematician Gauss (1777-1855), is
the following:

Place eight Queens on a chessboard in such a way that none of the
Queens is attacking another Queen. All solutions are required.

This problem has no solution with symmetry of reflection, since two
Queens that were mirror images of one another diagonally, vertically,
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or horizontally, would attack each other. Moreover, it is soon observed
that there is no solution that becomes self-identical after a 900 rotation.

A solution that becomes self-identical after a 1800 rotation gives rise,
with its reflections, to four solutions (which can be considered to be
equivalent). A solution that does not become self-identical through
a 1800 rotation gives rise with its reflections to eight solutions (which
can be considered as one solution).

The solutions of the puzzle can be easily found by noting that each
of the vertical files (a-file, b-file, and so on) must contain a Queen
(this also shows immediately that it is impossible to place more than
eight Queens without an attack situation being present). You can
begin by placing a Queen on the a-file, on al first of all. Then you
place a Queen on the lowest unguarded square of the b-file; next, on
the lowest unguarded square of the c-file, and so on. In this way, you
reach an impasse with the Queen on the .f-file and so you make a
minimum upward displacement of the Queen on the e-file, to an
unguarded square. You continue in this way; if the Queen can no
longer be moved upwards in the e-file, then you move the Queen on
the d-file, and so on.

In this way you will find two solutions with a Queen on al ; each of
these solutions is found in two variants which arise from each other by
reflection in the diagonal from al to h8. You can use this as a check,
but better still you can use it to shorten the solution. For example, if
you have put Queens on al and b5, you need only consider the squares
f2, g2, and h2 of the second rank; you then find each of the two
solutions once only. If you have put a Queen on al and one on b7,
then you put the Queen of the second rank on h2; locating that
Queen reduces your solving time considerably. The case with Queens
on al and b8 does not have to be investigated, since it is equivalent to
having Queens on al and h2.

If you next consider the case in which the first Queen is placed on
a2, then you should not place a Queen on hI or h8, since this does not
give any new solutions (that is, solutions unrelated by rotation or
reflection to solutions already found). By placing one Queen on a2
and another on b8, gl, or h7, you can obtain two variants of a single
solution. When the case of a Queen on a2 has been dealt with, then
you place the first Queen on a3. Here you should not place a Queen on
any of the squares bl, b8, gl, g8, hI, h2, h7, and h8, since again this
gives no new solutions. With the one Queen on a3 and another onf I,
the solution has two variants; a solution also may appear in three
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variants. Ifyou have placed a Queen on a3, and other Queens on the
b-, C-, and d-files, with no Queen as yet located on the eighth rank,
then the Queen of the eighth rank can only be put on e8, or else you
will obtain solutions you have already found; this, too, reduces
solving time. If you place the first Queen on a4, then you should not
place a Queen on any of the squares bI , b8, CI, c8, [I ,f8, g I, g8, hi, h2,
h3, h6, h7, and h8. Hence, you can immediately place Queens on d8,
eI, and hS; after that you cannot place a Queen on the c-file. This
completes the entire investigation, since a Queen on as comes to the
same thing as one on a4.

We recommend that you go through this procedure not on paper,
but on the chessboard, using the eight white Pawns as Queens. When
you have appreciated the principles of the system to be followed, then
your reasoning will be fast and sure, and you will quickly find all the
solutions. Of these, twelve are essentially different, namely those
shown in Figure 145 (where the dots represent the Queens); they have
been arranged in the order in which you will find them when you
use the method described.

I I '. •
•

•
•

•
•

•

•
•

•
•

•
•

•
• •

•
•

•
•

•
•

•
•

•
•

•
•

•
• .

•
•

•

•
•

•
•

•
•

•
•

•

•
•.

•
•

•
•

•

•
•

•
•

•
•

•
•

•

•
•

•
•

•
•

•
•

Fig. 145



QUEENS ON THE CHESSBOARD 347

There is only one solution (the tenth) that becomes self-identical
after a rotation through 180°. If you count rotated and reflected
solutions as different, then the number of solutions is (8 x 11) +
(4 x 1) = 92. There is only one solution (the eleventh) in which
no three Queens lie on any straight line (irrespective of its
direction) .

If the problem is to determine the solutions that become self­
identical after a 180° rotation, then this can be done quickly. Here you
should not place a Queen on a diagonal, and each location of a Queen
determines the location of another Queen.
280. Queens on a slDaller board. If we replace the regulation
chessboard by a square board of arbitrary dimensions, the corre­
sponding problem would be to place on it a number of non-attacking
Queens equal to the number of ranks on the board (thus, for example,
five Queens on a board with 5 x 5 squares). The smallest board on
which this is possible is one of 4 x 4 = 16 squares. For 16 squares
there is one solution; this becomes self-identical after a rotation through
90°. On a board of ~5 squares, there are two solutions, one of which
does not become self-identical when rotated through 180°, whereas
the other one does become so when rotated through 90°. On a board
with 36 squares, there is one solution; it becomes self-identical when
rotated by 180°. On a board with 49 squares, there are six solutions,
two of which become self-identical when rotated through 180°. The
solutions for boards with 42 , 52, 62 , or 72 squares are shown in Figure
146.

Ifyou make distinctions between the solutions that arise from each

m~ ~ •...•...
~ t1±ttj. . .. ..

••••11
Fig. 146



348 XIV: PUZZLES OF ASSORTED TYPES

other by reflection or rotation, then there are 2 x 1 = 2 solutions
with 42 squares, (8 xl) + (2 x I) = 10 solutions with 52 squares,
4 x 1 = 4 solutions with 62 squares, and (8 x 4) + (4 x 2) = 40
solutions with 72 squares. With 52, 62, or 72 squares there are no
solutions which avoid placing three or more Queens in a straight line.
281. Five Queens on the chessboard. Here the problem is to place
five Queens in such a way that each free square (a square on which
there is no Queen) is attacked by at least one Queen. One of the
following two restrictions can be added to this requirement: (A) None
of the Queens is to be attacked by another Queen. (B) Each of the
Queens has to be attacked by at least one other Queen.

This problem, which is old, perhaps even very old, has many more
solutions than that of the eight Queens (91 essentially different solu­
tions with restriction A) and it is also more difficult to find all
solutions. It is true that some of the solutions are very obvious. In one
of these, you place a Queen on each of the borders (and not on a
diagonal) in such a way that all border squares and all squares
adjacent to the border squares are controlled by a Queen; for
example, placing Queens on a2, b8, gl, and h7; in this case only four
squares c3, c6, f3, and/7 (which are the corners of a square consisting
of 16 small squares) are free from being controlled. When a Queen
is placed on one of these four squares, the other three squares are
attacked. In this way, restriction A is satisfied. This solution is
represented by the diagram at the left in Figure 147; the two other
diagrams show other solutions.
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All free squares will still be attacked when you replace the small
dot or (in the second solution) one of the two small dots by a Rook.

Figure 148 shows the four solutions that satisfy condition B and also a
condition that the five Queens should lie in a straight line.

All squares and also the pieces used will still be attacked when you
replace the small dot by a Rook in the first two cases.
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Fig. 148

V. KNIGHT ON THE CHESSBOARD

282. Knight's tour. As you know, the Knight moves two squares
horizontally and one square vertically, or one square horizontally
and two squares vertically. By a closed Knight's tour we mean a
broken line, formed by Knight's moves, which ends at the starting
point and which does not enter any square more than once. Now the
problem is to divide the 64 squares of the chessboard into a number of
closed tours which have no square in common, and in particular to
pass through the 64 squares in one closed tour. It is not too difficult
to find such a closed tour. Essentially different solutions exist in large
number, and it would be extremely laborious to find them all.

Instead of the entire chessboard we can take some set of the squares
of this board and require a division of these squares into closed tours.
Since the Knight jumps from a white square to a black square, or vice
versa, a closed Knight's tour must contain an equal number of white
and black squares. Hence, a given set of squares certainly cannot be
divided into closed tours (or be passed through by one tour) when the
numbers of white and black squares are different (in particular, this
shows that the number of squares has to be even). This does not mean,
however, that a division into closed tours is always possible when
there are as many white squares as black.
283. Simple examples of closed Knight's tours. In a 3 by 4
rectangle (that is, a rectangle divided into 3 x 4 squares), or in a
4 by 4 or a 4 by 5 rectangle, a division into closed tours is possible in
one way only (see Fig. 149).

The centers of the squares are represented by dots. In the first
diagram we obtain two closed tours of six moves each, in the second
diagram four tours of four moves each, and in the third diagram two
tours of ten moves each. Drawing the tours is extremely simple. You
start in the four corners; from each of the corners, the two moves can
be made in one way only. Then you turn your attention to other dots
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from which no move has yet been made and from which moves can
be made to two dots only (naturally, you cannot move to a dot already
used for two moves). With a 3 by 6 rectangle this leads you to an
impasse; so these eighteen squares cannot be divided into closed
Knight's tours.

Fig. 149 Fig. 150

The next case, with twenty dots (or squares), is slightly more
complicated. We start with the moves, indicated by heavy lines in
Figure 150, from four dots of the uppermost row. After that, we can
draw the thin lines from the dots of the bottom row; from this the
dotted moves follow. We obtain two closed tours of ten moves each.

The figures described in this section are all symmetrical and produce
no other solutions by reflection.
284. Other closed Knight's tours. In the case ofa 3 by 8 rectangle,
you have to distinguish between several cases after having drawn the
sixteen moves that are indicated by heavy lines in the diagrams of
Figure 151. The distinction is made by the thin lines; the dotted lines

Fig. 151

are drawn last. The division into cases has been arranged in such a
way that figures which arise from each other by rotation or reflection
appear only once. In the first diagram we have one tour of eight
moves, two tours of six moves each, and one tour of four moves. In
the third diagram we have four tours of six moves each, while in each
of the three diagrams we have one tour of eighteen moves and one
tour of six moves.
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The case of a 3 by 10 rectangle requires more work. A restriction to
pass through the 30 squares in one closed tour makes for a considerable
simplification in the distinction of different cases (again indicated by
thinly drawn lines in Figure 152).

You can divide the 30 squares into more than one closed tour in
seven essentially different ways: in two ways by tours of twenty, six,
and four moves; in two ways by tours of eighteen, eight, and four
moves; in two ways by two tours of eight, one of six, and two of four
moves; and in one way by one tour of ten, two of six, and two of
four moves. We leave it to the reader to draw these closed Knight's
tours in the various cases.
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Fig. 152

*285. Angles of a closed Knight's tour. In a Knight's tour, angles
of different magnitudes can occur. In Figure 153, they all occur, and
in increasing magnitude. Angle 3 is a right angle; angle 6 is a straight
angle. Angle 1 (the smallest) will be called k, assuming a right angle
as the unit. Then angles 1,2, 3,4,5, and 6 are equal to k, 1 - k, 1,
1 + k, 2 - k, and 2, respectively. Angles 1 and 2 are acute; angles 4
and 5 are obtuse. In a closed Knight's tour, let r be the number of
right angles, and g the number of straight angles. The numbers of
angles with magnitude k, 1 - k, I + k, and 2 - k will be called w, x,
y, and z, respectively. Since the total number of moves of a closed
tour is even (see §282) , it follows that w + x + r + y + z + g is even.

Let r' be the number of right angles at which the Knight turns
right, and r" the number of right angles at which it turns left (with
r' + r" = r); w', w", x', x",y',y", z', and z" will have an analogous
meaning. On making an angle k, the Knight deviates by an angle
2 - k (the supplement of k) from its original direction, clockwise or
counterclockwise according as the Knight jumps to the right or to the
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left. On making an angle I - k, the change in direction is 2 ­
(1 - k) = 1 + k to one side or the other, and so on. Starting in the
middle of a Knight's tour, until the Knight has returned to its starting
point, the total change of direction of the Knight is
(Wi - w")(2 - k) + (x' - x")(1 + k) + r' - r" + (y' - y")(1 - k)

+ (Z' - z") k = 2(w' - wI') + x' - x" + r ' - r" + y' - y"
-k(w' - wI' - x' + x" + y' - y" - Z' + z"),

(where the clockwise sense is taken to be positive).

8

Fig. 153

Since the Knight, back at its starting-point, has regained its original
direction, the total change in direction is a multiple of 4, hence 4 x v,
where v is an integer (positive, negative, or 0). Hence we have

k(w' - wI' - x' + x" + y' - y" - z' + z") = 2(w' - wI')
+ x' - x" + r' - r" + y' - y" - (4 x v).

With the aid of advanced mathematics, it can be proved that k is
an irrational number, that is, it cannot be written as the quotient of
two integers; one can also express this by saying that an acute or
obtuse angle of the Knight's tour, and a right angle, are not in the
proportion of two integers. This can be reconciled with the relation
last found only if both the equated numbers are 0. Consequently

w' - wI' - x' + x" + y' - y" - z' + z" = 0,
2(w' - wI') + x' - x" + r' - r" + y' - y" = 4 x v.

This shows that the numbers w' + wI' + x' + x" +y' + y" + Z' +
z" and x' + x" + r' + r" + y' + y" are even. Because of w' + wI' =
w, and so on, this means that the numbers w + x +Y + z and
x + r +yare even. This expresses the fact that the numbers r,
x + y, and w + Z have the same parity, that is, they are all even or
else all odd. Since r + (x + y) + (w + z) + g is also even, g too has
the same parity as r.
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Hence, for a closed Knight's tour, the number of jumps straight
ahead must have the same parity as the number of jumps at a right
angle and as the number of jumps at one of the angles 1 - k and
1 + k (the largest acute and the smallest obtuse angle, which are
supplementary to each other) and as the number of jumps at one of
the angles k and 2 - k (smallest acute and largest obtuse angle).

That rand w + r have the same parity can be proved more easily
as follows. We pass through the Knight's tour by going from the
middle of a jump to the middle of the next jump every time. When
this is done, the Knight moves along a distance which is represented
by an integral number in the horizontal direction, if we take the
smallest distance between the dots to be 2. The horizontal displace­
ment is even when an angle 1 - k, 1 + k, or 2 is formed, and odd
when an angle k, 1, or 2 - k is formed. When the Knight is back at
its starting point, the total horizontal displacement is 0, and thus
even. Hence, the number of odd horizontal displacements (for the
individual jumps) is even, so that w + r + Z is even, and so rand
w + Z have the same parity. In connection with the fact that r +
(w + z) + (x + y) + g is even, it further follows that g and x + y
must also have the same parity; however, this reasoning does not
show that this parity is the same as that of rand w + z.
286. Knights cOlDlDanding the entire board. We now pose the
problem: Place as few Knights as possible on a chessboard in such a
way that each square is controlled (by at least one Knight), including
the squares on which there is a Knight.

This puzzle presents a striking example of the advantage to be
gained from partitioning a puzzle into two equal smaller puzzles
(see §18), since the Knights that command the white squares have to
be placed on black squares, and conversely. Hence we can first
demand that as few Knights as possible (to be called black Knights)
are placed on the black squares in such a way that all white squares
are controlled. Starting from the white border squares, which have
to be controlled, it soon becomes evident, after some trials, that the
smallest number of Knights is seven, and that with seven Knights only
two essentially different positions are possible (see Figure 154).

Two other solutions arise from this by reflection in the white
diagonal (from a8 to hi). The solutions for Knights on the white
squares are found by reflection in a horizontal or vertical line.

By superposing the two solutions (for the black and for the white
Knights) we obtain the solutions of the original problem. Here 14 is
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Fig. 154

the smallest number of Knights, while there are three essentially
different solutions: you can choose the first solutions both times, or
the second solution both times, or you can combine the two solutions.
The solutions of the original problem thus obtained are shown in
Figure 155.

No essentially different solutions are obtained by reflecting the
white Knights in the black diagonal.

Ifyou count reflected or rotated solutions as different, then the first
and the second diagrams lead to four solutions each, while the third
diagram yields eight solutions. This amounts to sixteen solutions in all.
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VI. PROBLEM ON NAMES

*287. Who wins what? Ten players from a bridge tournament find
themselves in the same train, five being passengers and five being
railway employees. The passengers are called Smith, Jones, Clark,
Stone, and Black, while the five railway employees-an engineer, a
fireman, a guard, a chief guard, and a mail clerk-bear the same five
names in some order. It is further known that:
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1. The passenger Smith won $10.60 more than the chief guard did.
2. There is a difference in age between the passenger Black and the

engineer, of 5 years to the day.
3. The passenger Clark is not related to the guard's namesake, even

by marriage.
4. Last week, the fireman was punished for failure to report to work.

In the newspaper paragraph the offender was identified only as a
railway employee and by his initials, but it was impossible to
imagine that the chief guard could have been the culprit.

5. The passenger Black is precisely as old as the engineer was when
the passenger Jones was as old as the railway employee Stone was
when the engineer was as old as the railway employee Stone
now IS.

Moreover, the passenger Black is precisely as old as the railway
employee Stone was when the passenger Jones was as old as the
engineer was when the passenger Jones was as old as the engineer
now IS.

6. One of the passengers is the son of one of the railway employees.
The mail clerk is married to the mother of the passenger in
question.

7. The engineer is a neighbor of the fireman's namesake.
8. The guard and his maternal grandfather celebrate their birthdays

on the same day.
9. The fireman differs in age by less than 2-!- years both from his

namesake and from the engineer.
10. The chief guard's eldest grandson is married to a sister of the

passenger Black, while the chief guard's youngest grandson is
married to the mother of the engineer's namesake.

11. The passengers Jones and Stone live in Bridgeport.
12. Themail clerk had winnings exactly one quarter of his namesake's

winnings, and the chief guard had winnings exactly one fifth of
his namesake's winnings.

13. The chief guard's namesake celebrates his birthday one week
before the railway employee Stone.

14. The guard is married to a daughter of the passenger Smith.
IS. The railway employee Stone's mother's father was born on the

same day as the passenger Clark.
16. One of the passengers is the father ofone of the railway employees.
17. The engineer differs less in age from the mail clerk than from any

of the eight other persons.
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18. The railway employee Stone won $2.80 more than the railway
employee Smith did; the railway employee Clark won $3.25.

19. The railway employee Smith lives in Stamford.
20. Two of the railway officials won $6.60 each.

What are the names and the winnings of the railway employees
(engineer, fireman, and so forth)? Which piece of information is
superfluous?
*288. Solution of the names puzzle. For brevity, persons will be
referred to as pSm (passenger Smith), pJ (passenger Jones), rSt
(railway employee Stone), e (engineer), c (chief guard), and so on.
From datum 5 (first part) we know that e is older than rSt, hence e is
not named Stone. The ages of pB, e, pJ, and rSt (in years) will be
called B, e, J, and S, respectively. It was e - S years ago that e was
as old as rSt is now. At that time, rSt's age must have been S ­
(e - S) = (2 x S) - e; this was p]'s age some J - (2 x S - e) =
J + e - (2 x S) years ago, so that at that time e's age was e ­
(J + e - 2 x S) = (2 x S) - J; and this was pJ's age some
J - (2 x e - J) = (2 x J) - (2 x e) years ago, so that rSt's age
then was S - (2 x J - 2 x e) = S + (2 x e) - (2 x J). From
datum 5 (second part) we then have B = S + (2 x e) - (2 x J).
From datum 5 (first part) we know that e is older than pB, which in
connection with datum 2 establishes that e = B + 5. This makes the
last-found relation transform into 2 x J = S + B + 10. Taking this
together with B = (2 x S) - J leads to the results J = S + 3t,
B = S - 3t. In connection with datum 13, this shows that c's name
cannot be either Jones or Black. We also derive the results e = S +
11- and J = e + Ii, so that e has the same difference in age from rSt
as from pJ; this shows that m's name cannot be Stone (in view of
datum 17). Since datum 15 shows that pC is much older than rSt, and
hence also much older than e, and since the latter is five years older
than pB, it follows from datum 9 that f's name cannot be Clark or
Black. According to datum 15, pC's mother is certainly older than 72,
so that c's youngest grandson cannot be married to that mother. This,
together with datum 10 (second part), shows that e's name is not Clark.

If e's name were Smith, datum 19 would imply that he lived in
Stamford, so in that event, according to datum 11, he could be a
neighbor neither to pJ nor to pSt. According to datum 7, f's name
could not then be eitherJones or Stone, which would mean that in this
case there would then no longer be any name available for f. Con­
sequently, e's name cannot be Smith.
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From what we have shown, it follows that c's name must be Clark,
Stone, or Smith. If c's name is Clark, then datum I and datum 18
imply that pSm has won $13.85; since $13.85 cannot be divided by 4,
it tollows from datum 12 that m's name cannot then be Smith. If c's
name is StQne, it follows from datum 18 that c has won $2.80 more
than rSm, so that pSm has won $13.40 more than rSm in that case
(in view of datum 1); since $13.40 cannot be divided by 3, rSm's
winnings cannot here be a quarter of pSm's winnings, which means
(in view ofdatum 12) that m's name cannot then be Smith. Since this
is equally true when c's name is Smith, we now know that m's name
is not Smith.

From datum 4 it follows that the names of f and c cannot jointly be
Smith and Stone, in either order. Since it has already been established
that neither e nor m has either of the names Stone or Smith, it follows
that g's name must be Stone or Smith. From datum 9, it follows that f
is neither the son nor the father of a passenger. Since what we have
already found shows that e's name must be either Jones or Black, and
since e's age differs little from those of pJ and pB (because ofJ = e +
11- and e = B + 5), e is neither the son nor the father ofa passenger.
According to 17, m's age, too, can differ little from those ofpJ and pB;
hence, if m's name is Jones or Black, he is neither the son nor the
father of a passenger. If we assume that g's name is Smith, it would
follow from 14 that g is neither the son nor the father of a passenger;
but then, since datum 6 and datum 16 indicate that railway employees
are the son of a passenger and the father of a passenger (so these
railway employees would here be m and c), this would now show that
m's name could not here be Jones or Black so it would have to be
Clark, which would require c's name to be Stone. In view of pC's age
(as implied by datum 15), it would follow that pC would have to be
m's father, and that pSt would have to be a son of c; it would further
follow from datum 6 (second part) that m would be married to pSt's
mother, so that pC would be the father of the stepfather of pSt, that
is, of c's namesake. Since this would be contrary to 3, it follows that g's
name cannot be Smith, so that the guard must have the name Stone.
In connection with datum 8 and datum 15, this then shows that rSt
has the same birthday as pC, and datum 13 then shows that c's name
is not Clark. As a consequence, the chief guard must have the name
Smith. From this it successively follows that the fireman must have
the name Jones, that the engineer must have the name Black, and
that the mail clerk must have the name Clark.
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Datum 18 then shows that it was the mail clerk who won $3.25.
From datum 1 and datum 12 it then follows that the winnings of
pSm are $10.60 more than, and also five times as large as, c's winnings;
this shows that the chief guard's winnings are $2.65-a fourth of
$10.60. From datum 18 it then follows that the winnings of the guard
are $5.45. Finally, datum 20 shows that the fireman and the engineer
must have won $6.60 each.

The first part of 10 has not been used, and indeed cannot be used.

VII. ROAD PUZZLES

289. SiDlple road puzzle. A pedestrian has to go from A to B in
Figure 156, and in so doing, he also has to go round all eight of the
circles. He is not allowed to go over any part of a road twice, but he is
allowed to arrive at the same point more than once. In how many
ways can he do this?

s

A

T

Fig. 156

Ifhe had one circle to traverse (instead of eight), he could meet the
requirements in six ways; on his first arrival at the circle, he could
continue in three ways. When he then came to the second point of
intersection of the line and the circle, he would have a choice between
two roads, so that in all there would be 3 x 2 = 6 possibilities
(this is immediately evident also by considering the number of
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permutations of the three roads: 3! = 6). The SIX possibilities are
shown in Figure 157.

Now we take two circles (Fig. 158). Ifwe count only one possibility
for the trip from C to D along the straight line and the smaller circle,
our last result shows that there would be six possibilities to consider
(because of three choices to be made at C, and two at D). In each of

-e--e
e--e­

-e -e-
Fig. 157 Fig. 158

B

these six cases, there is still the need to make the trip from C to D (or
back) along the straight line and the smaller circle, which makes each
of the six cases split into six sub-cases. This produces 6 x 6 = 62 = 36
possibilities in all. This shows that every additional circle makes the
number of possibilities six times as large, so that with 3 circles there
are 63 possibilities, and with 8 circles 68 = 1,679,616 possibilities.

It may be remarked that the results of §§265-271 give immediate
proof that it is possible to traverse all the roads as required, since the
figure can be interpreted as a network (with some of the edges curved)
for which all vertices, except A and B, are even-and, indeed, all of
order 4. With Figure 159, for example, the problem would involve
something impossible.

A

Fig. 159

290. More difficult road puzzle. We pose the same problem as in
§289, but this time with respect to Figure 160. Among the points of
contact of the circles, there may be one or more at which a movement
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from left to right changes into a movement from right to left. After
arrival at such a point of contact for the second time, the movement
must continue from left to right. Later, the pedestrian must return to
the point of contact in question, and then a movement from right to
left must change into a movement from left to right. However, points
of contact where this occurs (turning points) need not be present,
since it is quite possible for the man first to go continually to the right,
from A to D, then continually to the left, until he is back at C, and
then again continually to the right, from C to B. The points of contact
where the movement is reversed, that is, the turning points, can be
chosen in 25 ways, since each of the five points of contact may either
be or not be one of these turning points. As soon as a choice of the
turning points has been made, this then fixes the order in which the
points of contact are encountered, after which the only remaining
question is to decide which of three roads the man takes from one point
of contact to the next, each time. He must first go from C to the first

A C~D
Fig. 160

B

turning point (numbered from left to right), then back to C, next to
the second turning point, then back to the first turning point, from
there to the third turning point, back to the second turning point, and
so on. The trip made from any point of intersection of the circle and
the line AB to any adjacent point of intersection has to be made three
times over (twice from left to right, and once from right to left), along
a different road every time; so these trips can be done in 3! = 6 ways.
This means that the total number of ways in which the entire trip
from A to B can be executed is 25 X 66 = 1,492,992.

This number can be obtained more quickly as follows: A trip from
E (the last point of contact) to D and back can be made when the
pedestrian has arrived at E for the first time, but also after he has
reached E for the second time, without yet having been at D (two
cases). The three roads between E and D (or back) can be chosen in
3! = 6 ways. This means that each addition of a circle makes the
number of ways in which the entire trip can be made become
2 x 6 = 12 times as large. Since this number is 6 with one circle, it
must be equal to 6 x 125 = 1,492,992 with six circles.
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291. Stilllllore difficult case. Again we ask the same question as in
§289, but this time for the upper diagram in Figure 161. This diagram
can also be replaced by the lower one, if we assume that each of the
line segments CD, DE, EF, Fe, and He then has to be traversed three
times, and the arc C]H twice. In the lower diagram, we can disregard
the question of the order in which the three roads between F and e
or the two semicircles between C and H are to be traversed. We then
can multiply the number of possibilities for this simplified problem
by (3 !)5 x 2! = 2 X 65, to obtain the result for the original problem.

A C

A

J

~HB
Fig. 161

The pedestrian can traverse the road C]H or back in four orders,
namely C]H-H]C, H]C-C]H, C]H-C]H, and H]C-H]C. First we
shall consider the case C]H-H]C. Arriving at C, the man can first
cover the road C]H there and back, and then go from C to H in 24

ways (via D, E, F, e), since he can choose turning points (see the first
solution of the puzzle of §290) in 24 ways (making D either a turning
point or not, and the same for E and the rest). He can also make the
trip in one of the two following ways: CDC]H]CDH, C]HeH]CGH,
where he can make the trips DH and ce in 23 ways each (as appears
from the possible turning points E, F, e in the first case, and D, E, F
in the second case). As well as this, he can make a trip in one
of the three following ways: CEC]H]CEH, CDC]HeH]CDGH,
C]HFH]CFH, where the road indicated in bold type can be covered
in 22 ways, and we continue in this fashion. For the final case, we
find that the trip can be made in one of the following six ways:

CHCJHJCH, CGCJHGHJCH, CFCJHFHJCH,
CECJHEHJCH, CDCJHDHJCH, CJHCHJCH.
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Hence, in the simplified problem, in the case CJH-HJC, the trip
can be made in 24 + 2 X 23 + 3 X 22 + 4 x 2 + 5 x 1 + 6 = 63
ways. The same is true for the case HJC-CJH, which can be reduced
to the previous one by imagining the trip to be made in the opposite
direction, from B to A.

In the case CJH-GJH, too, there are 63 ways to get from C to H
(still in the simplified puzzle), namely:

C]HC]H (2 4 ), CDC]HDC]H (23 ), C]HGC]HGH (23 ), CEC]HEC]H (2 2 ),

CDC]HGDC]HGH (2 2 ), C]HFC]HFH (2 2), CFC]HFC]H (2), ... ,
CHC]HC]H, CGC]HC]HGH, ... , CDC]HC]HDH, C]HC]HCH;

the bold-type parts of the road can be traversed in the numbers of
ways indicated in parentheses. In the case HJC-HJC the trip can be
made in one way only, CHJCHJCH. Thus, the simplified puzzle has a
totalof(3 x 63) + 1= 190 solutions. For the original puzzle (the one
with the six circles) this gives 2 x 66 x 190 = 2,954,880 possibilities.

For the reader who is familiar with arithmetico-geometric series,
we give the extension to the case of n small circles spanned by one
large circle. In the simplified problem the number of ways in each of
the cases CJH-HJC, HJC-CJH, and CJH-CJH is then equal to:

2"-1 + 2 x 2"-2 + 3 x 2"-3 + ... + (n - 2) x 22 + (n - 1)
x 2 + n + (n + 1) = 2"+1 - 1,

which equals 63 for n = 5, as is proper. In the simplified problem the
number of ways is 3(2"+1 - I) + I = (3 x 2"+1) - 2, hence in the
original problem it is 4 x 6" x (3 x 2" - I).
*292. Modification of the puzzle of §289. We take Figure 156, and
again we require the pedestrian to go from A to B without passing
through the same section twice. However he need not pass over all
the roads. In how many ways can he do this?

The required number for eight circles will be called X B, for seven
circles X7 , and so on. To find X B we note that the man has two ways
to get from A to B without passing through the point R (by way of
PSQ. or PTQ.). Furthermore, he can get from A to B in X 7 ways
without setting foot on the outer circle po.., and finally in 6 x X 7 ways
via R, making a trip round the whole of the other circle. For if a trip
from R to Q.or back, avoiding P (which can be completed in X 7 ways)
is counted as a single possibility, then we obtain six ways to get from
Pto 0..via R, traversing the entire outer circle (PSQ.RPTQ., PSQ.TPRQ.,
PRQ.SPTo.. , PRQ.TPSQ., PTQ.SPRQ., PTQ.RPSQ.). Hence, we find
that X B = (7 x X7 ) + 2, hence Xa + t = 7(X7 + t). Likewise,
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X7 + t = 7(Xa + t), Xa + t = 7(Xs + t), and so on. Thus
Xs + t = 7S (Xo + t)· Now Xo = I, since here there is nothing but
the straight road AB. Consequently, X s + t = 7S x 1-- From this it
follows that X s = 1-(4 X 7s - I) = t(4 x 5764801 - I) = t x
23059203 = 7,686,401. Hence the trip can be completed in over 7t
million ways.

Of course, the number X s can also be found by successively com­
puting Xl' X 2 , X3 , and so on, from Xl = 7Xo + 2, X2 = 7Xl + 2,
and so forth.

VIII. SOME PUZZLES ON SUMS

293. Puzzle with seven SUIIlS. In Figure 162 the six numbers have
to be rearranged in such a way that the seven sums for pairs of
numbers in adjacent squares (adjacent either horizontally or vertically)
are all different. All solutions are required. Solutions which arise from
each other by reflection or rotation are considered to be identical.

~
~

Fig. 162

A solution remains a solution if we replace each of the six numbers
by its difference from 7, that is, ifwe interchange 1 and 6, 2 and 5, and
3 and 4. When this is done, each of the seven sums is replaced by its
difference from 14, so that different sums remain different. The
solution thus obtained (which may be the same as the original one)
will be called the complementary solution. We can make use of this
to reduce the solving time, since we can assume that the sum of the
two middle numbers is at most 7. In order to avoid getting the same
solution twice, we assume an upper location for the smaller of the two
middle numbers, and we take the top left-hand number to be less
than the top right-hand number. We arrange the solutions according
to their top center numbers, in increasing magnitude, and, in case of
equality, according to their lower center numbers. Cases which agree
even in these numbers will be subdivided according to the top left­
hand numbers, and, in cases of equality, again according to the top
right-hand numbers.
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Solutions which are the same as their complements can arise only
when 1-6, 2-5, or 3-4 are taken as the middle two numbers. These
middle numbers do not lead to solutions which differ from their
complements. Solutions of this latter type can be found by taking
1-2, 1-3, 1-4, 1-5,2-3, and 2-4 successively as the central numbers;
of these cases, the first, the third, and the fifth come to a dead end.

It is a good idea to draw squares on cardboard, cut them out, and
number them; then you will quickly find all solutions by shifting the
squares according to the classification system indicated. This will give
the following solutions:

214 213 216 123 126
536 654 354 645 345

and their complements, and also the following solutions, which
transform into their complements after a rotation:

213 315 124 326 132 135
465 264 356 154 546 246

Ifwe also require six different sums for pairs of numbers that either
are diagonally adjacent, or are connected by a Knight's move, this

I h I · 216 d' I 561allows on y t e so utIon 354 an ItS comp ement 423

294. Modified puzzle with seven SUIIlS. We take the same puzzle
as in §293, but now we require that the seven sums of adjacent
numbers have as few different values as possible (see Figure 163).

0ITCl
~

Fig. 163

Since the sums a + b, b + c, and b + d are to be different, we need
to have at least three different sums. We obtain not more than three
different sums only if x and y satisfy the relations:

a+x=b+d=c+~ x+d=b+~

d+y=a+b;
other combinations of equal sums prove to be incompatible with the
condition that a, b, c, and d are all different. It follows easily from the
above relations that we must have 2 x d = a + c. Since we can assume
that a is less than c, this can also be written as a = d - v, c = d + v.
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This leads further to x = b + D,y = b - D. Since we can assume b to
be less than d, the six numbers b, b - v, b + D, d, d - D, and d + Dare
mutually different only when b = 2, d = 5, D = 1, or b = 3, d = 4,
D = 2 (since we must have b - D = 1 and d + D = 6). This gives the

1 · 426 d 236 Th 'd' 1 h' 1two so utlOns 351 an 541' ese are 1 entlca to t elr comp ements

(when 1 and 6, 2 and 5, and 3 and 4 are interchanged).
295. Puzzle with twelve SUIDS. In Figure 164, the numbers
I, 2, . , , , 9 have to be rearranged in such a way that the twelve sums
of pairs of adjacent numbers (horizontally or vertically) are all
different.

t 2 3.. 6 6

7 8 9

Fig. 164

One solution changes into another solution (which mayor may not
be essentially different)-once again we shall call this a complementary
solution-if we replace each number by its difference from 10, which
replaces I by 9, 2 by 8, and so on. In at least one of two complementary
solutions, a number I, 2, 3, 4, or 5 must occupy the central square. So
we can confine ourselves to finding solutions for which this applies.
If 5 is the number in the central square, then we can further assume
that the sum of the four border numbers (numbers situated at mid­
points of sides of the square) is at most 20, since this sum is replaced
by its difference from 40, in the complementary solution.

To find all solutions by systematic trial, we fill in the squares in a
definite order, starting with the central square, in which we first
enter a 1. We can assume that the smallest border number is in the
top row, and that the left-hand border number is smaller than the
right-hand one. After selecting the number in the central square, we
enter the top border number, then the left-hand one, next the right­
hand one, and then the lower border number. We shall also assume a
definite order for inserting the corner numbers. When there are two
cases, we shall give priority to the one for which the first available
number to be entered is the smaller. As soon as a sum appears which
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is equal to a sum already present, we increase the last number
entered by 1; if it is 9, then we give a unit increase to the next-to-last
number entered and reduce the last-entered number as much as
possible. It requires a great deal of perseverance and shifting of cut­
out squares to find all solutions. The system has been constructed to
avoid the production of complementary solutions and of solutions
which arise from one another by rotation or reflection, equivalent to
solutions already found.

We obtain four solutions which transform into their complements
after a rotation through 180°, namely:

412 312 124 231
357 456 357 456
896 897 689 978
diag.

It turns out that there are no solutions which transform into their
complements by reflection. If we look exclusively for solution~ that
are identical to their respective complements (so that 5 is in the
central square, of course), then all solutions can be found rather
quickly. There are 66 solutions which differ from their complements;
arranged in the manner indicated above, these are:

423 324 324 317 413 314 517 139 219 217 214
618 619 718 429 528 528 829 527 436 439 536
975 578 965 586 769 679 436 864 758 586 987

(diag.) (succ.)

214 821 721 128 713 512 512 215 318 126 127
537 435 435 536 249 348 349 649 749 345 349
869 769 698 749 568 679 687 387 526 789 568

(diag.) (succ.) (di~~:) (Kt)

321 321 321 132 132 231 216 216 218 218 312
546 546 549 546 546 648 354 359 359 359 456
987 798 687 987 798 597 987 748 467 476 978

(diag.)

and their complements. In all, there are 70 solutions.
If we count complements as identical, there is only one solution in

which the four corner numbers are even. If we require the eight
"diagonal" sums (sums of diagonally adjacent pairs of numbers) to
be different also, then there are five solutions; these have been indicated
by a caption" diag." Ifwe require not only these twelve to be different,
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but also the eight "Knight's sums" (sums of pairs of numbers that
are connected by a Knight's move), then there is only one solution;
this has been indicated by the caption "Kt." For three of the solutions,
eleven successive numbers occur among the twelve sums; these
solutions have been indicated by the caption "suce." There is one
solution for which eleven among the twelve different sums are
successive and for which the eight diagonal sums are different as well.
*296. Another puzzle with twelve sum.s. We modify the puzzle
of §295 to the effect that we require the twelve sums of adjacent
numbers to have as few different values as possible.

wbx
cad
y e z

The number of different sums can certainly not be less than four,
since the sums a + b, a + c, a + d, and a + e must all be different.
To find a solution with four different sums, we determine the numbers
w, x,y, Z such that:

w + C = a + e = x + d, c + y = b + a = d + z.
For w, x,y, and z we then find the relations:

w = a + e - c, x = a + e - d, y = b + a - c, Z = b + a-d.
If the equation w + b = a + d is also to be satisfied, it is necessary

to have b + e = c + d. This then requires also that y + e = a + d
and b + x = c + a = e + z. For the sum of the nine numbers we
find 5a + 3b - c - d + 3e, and hence 5a + 2(b + e). Since this sum
is also equal to I + 2 + ... + 9 = 45, we have 5a + 2(b + e) = 45.
Consequently, b + e must be a multiple of 5. Since a transfer to the
complementary solution replaces b + e by its difference from 20, we
can assume that c + d = b + e = 5, a = 7, or c + d = b + e = 10,
a = 5. Since we can assume that b is smaller than c and d, and c
smaller than d, we obtain the following cases:

I I I 122 3
273 258 357 456 357 456 456
4 9 9 9 8 8 7

From the relations w = a + e - c, and so on, we find the corner
numbers. Only the first and sixth cases produce the numbers I, 2, ... ,9.

918 927
These cases give the solutions 273 456 and the complement of the

645 381
first one.

There are no other solutions, since if we use a different scheme to
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equate the sums w + b, W + C, b + x, x + d, and so forth, to the
numbers a + b, a + c, a + d, and a + e (that is, with altered corre­
spondence), we always reach an impasse.
*297. Knight's move puzzle with eight sums. We pose the
following problem: To rearrange the nine numbers in Figure 164 in
such a way that the eight Knight's sums (sums of pairs of numbers
that are connected by a Knight's move) have as few different values as
possible.

A solution remains a solution when we interchange 1 and 9, 2 and 8,
and so on (so we have complementary solutions). The eight numbers
on the border or in the corners can be traversed by a closed Knight's
tour. Hence, we have to place these eight numbers in a cycle in such a
way that the eight sums of pairs of numbers that are adjacent in the
cycle have as few different values as possible. From such a cycle we
then find two solutions, since a given number in the cycle can be
placed either in a corner or in the middle of a side.

Since there are eight different numbers in the cycle, two sums that
are adjacent in the cycle cannot be equal. So among the eight sums
there can be no five equal sums. It is impossible for the eight sums to
take only two different values, since this would mean that alternate
sums in the cycle would have to be equal, and this would require the
numbers in alternate sets to be increased (or decreased) by the same
amount progressively; this is not possible because the cycle is closed.

However, it turns out that with three different values of the sums,
there is a solution. Here we have to distinguish several cases.

CASE I: Four of the eight sums are equal, and so are three of the
other sums. Then the eight numbers of the cycle can be written as
indicated in the diagram. The four equal sums have been indicated by
., the three equal sums by 0, and the eighth sum by -. The numbers
a, b, and v have to be chosen in such a way that eight of the nine

-a+vob+v

b-v ­

a + 2v
o
b

-­a-v - b + 2v
o
a
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numbers 1, 2, ... ,9 arise, in some order. We can assume that v is
positive (and thus 1 or 2), because otherwise this can be achieved by
passing to the complementary solution. Furthermore, we can take a
to be less than b, because otherwise we can obtain this by running
through the cycle in the opposite direction. Thus, we arrive at the
following five cycles of the first type:

18273645 19283746 29384756 18365472 29476583;
the square at which the cycle starts has been indicated by an arrow
in the diagram. Each cycle yields four solutions, including the
complementary solutions. The solutions resulting from the first cycle

174 617
are 698 and 294 and the two complementary solutions.

253 538
CASE II: Four equal sums, and two equal sums twice. In the cycles

shown the four equal sums have been indicated by., the two other
sums by 0 and -. In cycle A, the two equal sums are pairwise opposite

a-x·b+x 0 a

Ab+z b

a-z 0 b+y • a-y

a-x . b+x 0 a.
B. b+z b

0

a-z - b + y • a-y

a-x· b+x 0 a
o

C. b + z b

a-z - b+y. a-y

in the cycle. If this is not the case, the equal sums have the positions
indicated in cycles Band C. In cycle A we have:
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(b + X) + a = (a - z) + (b + y),
(a - x) + (b + z) = b + (a - y),

hence y = x + z, x = y + z, and so z = 0, which leads to equal
numbers. In cycle B we have:

(b + x) + a = b + (a - y),
(a - x) + (b + z) = (a - z) + (b + y),

whence z = 0 (and equal numbers). Cycle C leads to x = y, and thus
to equal numbers. Thus, case II does not give any solutions.

CASE III: Three equal sums twice and two more equal sums. The
six sums which are equal in groups of three cannot all be successive in
the cycle, since otherwise the two equal sums would be adjacent,

A. B.

a-x • b+ x 0 a a-x • b+ x 0 a.
d b e b
0 0 0 0
c - b-x • a+x d c a+x

~

a-x • b + x 0 a a b 0 a+x.
e b d+y b-x

0 0
d 0 c a+x c-y d 0 c

C. D.

which is impossible. If the six sums are placed in the cycle in such a
way that five of these sums succeed one another (taking one from one
of the triplets and one from the other alternately), then we obtain
cycle A, which leads to:

(b + x) + a = d + c, (a - x) + d = c + (b - x),
whence we have 2a = 2c - x. Consequently, x is even, so that we can
put x = 2z, c = a + z, d = b + z, to make the eight numbers:
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a - 2z, b + 2z, a, b, a + 2z, b - 2z, a + z, b + z.
No set of values of a, b, and Z makes these eight numbers different.

If the six sums which are equal in triplets are placed in the cycle in
such a way that only four of the sums are successive, then we obtain
the possibilities Band C. For cycle B we have:

a + b = d + c, a + b + x = e + d, e + a - x = C + a + x,
whence x = 0 (and equal numbers). For cycle C we have:

a + b = e + d, a + b + x = d + c, e + a - x = C + a + x,
which also leads to x = O.

This leaves only the case where the six sums which are equal in
triplets are placed in a cycle in such a way that three of these sums are
successive, and likewise the other three sums. We then obtain cycle D.
In this case we have:
a + b = d + C - y, b + a + x = d + c, a + d +Y = C + b - x,

whence x = y, 2c = 2a + 3x, so that x is even, and thus we can put
x = 2z. From this it follows that c = a + 3z, d = b - z. Hence, the
eight numbers in the cycle (starting at the arrow) are:

a, b, a + 2z, b - 2z, a + 3z, b - z, a + z, b + z.
Here we can assume Z to be positive, since otherwise this can be

achieved by interchanging the roles of a and c (as well as of band d,
and so on). This gives us z = I or z = 2. A cycle transforms into a
cycle of the same type (with the same value of z) when we start at the
fourth number (hence at b - 2z) and read in the opposite direction.
So we can assume that a is less than b - 2z. In this way we find the
following five cycles of the second type:

17354628 18364729 28465739 16527438 27638549,
the second of which coincides with its complement, while the other
four are complements of one another. Each of the five cycles yields
two solutions (by putting the first number in a corner or in the middle
ofa side).

If we consider the complementary solutions to be different, but
solutions that arise from one another by rotation or reflection to be
equivalent, then according to the foregoing, there are thirty solutions,
twenty of the first type and ten of the second type. There is no solution
which coincides with its complement; the two solutions that arise
from the second cycle of the second type are complements of one
another.
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IX. COUNTING-OFF PUZZLES

298. Simple counting-off puzzle. Twenty-five persons are standing
in a circle. Someone starts to count off the persons, going round the
circle and pointing to a person every time. The verbal counting runs
from I through 7, then resumes with 1. Persons who are indicated by
7 drop out, and leave the circle. When the entire circle has been
covered, the count off continues with the person at whom it started.
Finally, only one person remains. With whom should one start in
order that a given person should be the last one left?

To solve this, we start the count-off with an arbitrary person, let us
say with person A, who has to be the last one left. It then turns out
that the person who is the fifteenth in the circle is the last one left if
the persons are numbered in the usual way, starting with A as number
I. If the count-off had started with number 2 or 3, and so on, then
number 16 or 17, and so on, respectively, would have been the last
one left. Hence, to leave A, who can also be considered as number 26,
one has to start with number 12 (= 26 - 15 + I).
299. More difficult counting-off puzzle. Between 40 and 100
persons are arranged in a circle. A count-off of the type 1, 2, I, 2, I,
and so on, is begun, starting with one of the persons whom we shall call
A; the persons indicated by 2 drop out. It is known that this makes A
the last one to remain. What is the number of persons originally in
the circle?

The number of persons must be even, since otherwise A would drop
out as soon as the count-off completed the first round. When the count
returns to A for the first time, half the persons have dropped out. At
that moment, the situation is exactly as it was originally, but with a
circle of half the original size. IfA is not to drop out after the second
round either, half the initial number ofpersons must then be even, too.
This applies after every round, so that the number ofpersons must be a
power of2, and therefore 2 or 4 or 8 or 16, and so on. Since the number
lies between 40 and 100, it must be 64.
300. Modification of the puzzle of §299. We number the persons
in the circle in the usual way, beginning with person A, with whom the
count-off started, and continuing in the direction of the count-off.
Into the puzzle of§299 we now introduce the following modification:
the last person B of the circle (the one having the highest number) is
the last one to remain, and again we require to know the number of
persons in the circle. We ask the same question about the case where
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number 7 is the last one to remain. As before, the number of persons
lies between 40 and 100.

In the first question, the number of persons must be odd, since
otherwise B would drop out in the first round. When B is pointed to
for the first time (on a count of 1) half of the others have by then
dropped out. So the same situation has arisen as in §299, but with the
difference that the count-offnow resumes with B. So when B is pointed
to for the first time, the number of remaining persons must be a power
of2, and therefore 2 or 4 or 8 or 16, and so on. The number ('fpersons
who have already dropped out is one unit less, and therefore I or 3
or 7 or 15, and so on, correspondingly, so the original number of
persons must be 3 or 7 or 15 or 31, and so on, in the respective cases,
which makes it always one less than a power of 2. Since the number
lies between 40 and 100, it must be 63.

If number 7 is to be the last person to remain, three persons will
have been eliminated by the time that the count first arrives at number
7, and once again, as in §299, there will be the same situation as at the
beginning of the count-off. This shows that the number of persons
who then remain must be a power of 2, so that the original number
must be three units more than a power of 2, which makes it 67.
301. Counting-off puzzle for 1-2-3. We modify the puzzle of §299
to the effect that the count-off is of the type 1, 2, 3, I, 2, 3, I, and so
forth, beginning with A; every person indicated by 3 drops out. The
number of persons in the circle lies between 4100 and 13,000. How
large is this number if it is given that A (who is numbered 1 in the
circle) is the last one to remain? We ask the same question for the case
where number 2 is the last one left; we assume that persons are
numbered in the usual way, starting with A.

We proceed with no regard to whether the last remaining person
is to be A (number I), as in the first question, or whether the survivor
is to be number 2, as in the second question. The number of persons
in the circle will be called m; the number of persons who are left
when the count returns to A for the first time will be called n.

If m is a multiple of 3, then m/3 persons have dropped out when the
count returns to A. Since A then receives a I again, the original
situation will have arisen again, but with a smaller circle. We then
have n = 2m/3, and hence m = 3n/2, where m and n both refer to the
first question (in which number I is the survivor) or both to the second
question (with number 2 as the survivor).

Suppose now that m is one unit more than a multiple of3, and that
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the count-off has come to B, the last person in the circle (so that B will
be indicated by 1). By this time, (m - 1)/3 persons will have dropped
out; in this case it can only be A who is the last one left, since number
2 drops out in the second round, and we are assuming that either
number 1 or number 2 will remain to the end. It follows that we here

m - 1 3n 1
have m = -3- + n, and hence m = 2 - 2' When the count-off

comes round to B, the original situation repeats, but with a smaller
circle; however, we now have a number n concerned with our second
question, associated with a number m which refers to our first question.

Suppose now that m is one unit less than a multiple of 3, and that
the count-off has returned to A. A then drops out, and a total of
(m + 1)/3 persons have been eliminated; in this case we assume that
number 2 is now to be the last one to remain. This then gives us a result

m + 1 3n 1
m = -3- + n, and hence m = 2 + 2' When the count-off reaches

number 2 for the second time, we have the same situation as origin­
ally, but with the difference that the circle is smaller and that the
number n is one related to our first question (while m is here a number
which refers to our second question).

Our arguments show that the required numbers for circles of
various sizes (disregarding for the present the limits between which the
number of persons has to lie) can be found by repeated multiplication
by 3/2. If the multiplicand is even, then the case concerned (no matter
whether number 1 or number 2 is to be the last one left) remains the

TABLE 18

No.1 No.2 No.1 No.2 No.1 No.2 No.1 No.2

2 355 69127 13453488
3 533 103691 20180232

4 799 155536 30270348
6 1199 233304 45405522
9 1798 349956 68108283

14 2697 524934 102162425
21 4046 787401 153243637

31 6069 1181102 229865456
47 9103 1771653 344798184

70 13655 2657479 517197276
105 20482 3986219 775795914

158 30723 5979328 1063693871
237 46085 8968992 1595540806
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same. If the multiplicand is odd, a transfer from one case to the other
is then involved. If we replace number 2 (as the last survivor) by
number 1, a new number has to be rounded downwards to the next
lower integer after the multiplication. If we change from number 1
to number 2, then we have a new number which has to be rounded
upwards to the next higher integer.

In Table 18 we show some of the numbers concerned. At the top
of the column we have indicated whether number 1 or number 2 is
the last survivor. In constructing the table we have thought it best
not to exceed the total population of the world.

When rl:'gard is paid to the given limits, the table shows that the
answer to our first question is 9103, and the answer to our second
question is 6069.

X. SOLVING COUNTING-OFF PUZZLES
BY REVERSAL

302. Solution of the puzzle of §298 by reversal. We imagine that
the original count-off takes place in the clockwise direction and that
the persons face the center of the circle. The numbers on the inside of
the circle in Figure 165 indicate the ordinary clockwise numbering
starting at A. We now proceed to perform the count-off in the
opposite direction, that is, counterclockwise, as indicated by an arrow

Fig. 165



376 XIV: PUZZLES OF ASSORTED TYPES

in the figure. We begin with a circle which contains only A. In the
reversed count-off, persons are admitted to the circle in the order and
in the places indicated by the numbers on the outside; since A is
placed first, the number 1 has been written next to him on the outside.
Ifany number on the outside is subtracted from 26, the difference here
indicates the total number of persons who have dropped out thus far
in the ordinary count-off, so that, for instance, number 8 (without 17
on the outside) was the ninth to drop out. The reversed count-off
begins with 7 every time, starting with the person admitted last, and
we continue by 6, 5,4, 3, 2, 1, after which a new person is placed to
the right of the person last indicated (which puts the newcomer
between the latter person and the person who previously followed him
in the reversed count-off). Beginning with the new person, we continue
with 7, and so on. Of course, placing the person after A can occur
arbitrarily. The reversed count-off shows that the next person (3 on
the outside) has to be put to the right of the person with 2 on the
outside. The reversed count-off further shows that between the last­
admitted person and A it is necessary to place a person (with 4 on the
outside), and so on. The persons already admitted move up, if
necessary, to make room. After the last person has been placed, the
reversed count-off is continued with 7, 6, 5, 4, 3, 2, I once more;
when the I is reached, it indicates the person (see the dot in the figure)
with whom the ordinary count-off has to start, ifA is to be last person
left.
303. Solution of the puzzle of §299 by reversal. The method of
§302 can also be used to solve the puzzle of §299. The numbers in
Figure 166 indicate the order in which the persons are admitted to the
circle in the reversed count-off, which starts with the person A, who

18 2 12

'Z 8

11

.. 8

to
~

8
A

Ii

t8 • 8

Fig. 166
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is the last survivor in the ordinary count-off. To find cases for which
the ordinary count-off can start with A, the reversed count-off should
be continued until the person admitted last is put directly to the left
of A (assuming that all the persons face the center), since in that event
the reversed count-off indicates A to be the person with whom the
ordinary count-off should start.

Counting off in the reverse direction requires going round the circle
a certain number of times. In every round the number of persons is
doubled, since a new person is placed between every two previously
adjacent persons. It follows that the number of persons must be a
power of2.
304. Solution of the puzzle of §301 by reversal. To solve the
puzzle of §301 by reversal, we start with the person B, who is the last
survivor in the ordinary count-off. We continue to insert persons until
B or his right-hand neighbor is indicated as the person with whom
the ordinary count-off should start; hence we make a complete circuit
around the circle when placing the persons, but we can make an
arbitrary number of such circuits. This will be clarified by the dia­
grams of Figure 167, in which each time the number of circuits is
increased by 1. The numbers indicate the order in which the persons
are admitted to the circle, and A indicates the person with whom the
ordinary count-off starts. In the second, third and fourth diagrams,
A and B are the same person, and hence the requirements of our first
question in §301 are satisfied. In the first and fifth diagrams, A is the

Q
.S2Q41282

18 It

'--" l5 9 '--" l5

8 BA 7 8 B A 7
• •.... to

Fig. 167
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right-hand neighbor of B; hence the person B who is the last survivor
in the ordinary count-off is number 2 if the persons are numbered
clockwise, starting with A; this means that in these cases the require­
ments of our second question in §30l are satisfied.

In each circuit, new persons are placed in every alternate interspace
(between alternate pairs of adjacent persons). This shows that the
number of persons inserted in any circuit is equal to half the number n
of persons already present, rounded off as necessary to the next higher
or lower integer. So the numbers that satisfy our first and second
question in §30l are found each time from the preceding number by
multiplying by 3/2 and rounding off as appropriate.

Four cases are possible: before the new circuit the number n of
persons present can be even or odd, while A can be the same person as
B or the right-hand neighbor of B. In Figure 168 the dashes indicate

n even

~ B ---nn~

AtA
n'=%n

n even

n odd

~
~r At A

n'= ~ n+ 12

n odd

n'=%n

B

tA

n'=% n-~

Fig. 168

the persons present before the new circuit, and the dots the persons
who are introduced in the new circuit (the right-hand dot first, the
left-hand dot last); n' is the number of persons after the new circuit.
The letters nand n' also indicate the person introduced immediately
before or after the new circuit, respectively. In the diagrams, which
are self-explanatory, A' is the person with whom the ordinary count­
off should start, after the new circuit, if B is to be the last survivor;
in the diagrams (if they are completed to form whole circles) the

b fd . n n I n d n I. h . h
num er 0 ots 15 2' 2 + 2' 2' an 2 - 2' In t e succeSSIVe cases; t e



STOCKINGS PUZZLES 379

resulting formulae appear beneath the diagrams. This leads to the
method of determining possible numbers of persons which we also
found in §301.

XI. STOCKINGS PUZZLES AND PROBABILITY
CONSIDERA TIONS

305. Stockings puzzle. The following puzzle is well known: A lady
is going out for the evening, and wishes to put on new stockings for
the occasion. In her wardrobe she has a pile of stockings, of two
different shades, with light and dark stockings all in a heap. It makes
no difference to her whether she wears light or dark stockings. In the
room where the wardrobe is, she is unable to put on a light, which
prevents her from knowing which stockings are light and which are
dark. Now, what is the least number of stockings she has to take at
least to be sure that among them there will be a pair either oflight or
of dark stockings? Obviously, the answer is three.

Let us make the problem a little more complicated. Two sisters
intend to wear identical costumes to a masked ball. They have
forgotten to put on the matching stockings; these can be red, yellow,
or blue, but the four stockings have to be of the same color. At the
last moment, one of the sisters takes from a pile of red, yellow, and
blue stockings a number of stockings that guarantees that she has
four stockings of the same color among them. Again the question is:
what is the least number of stockings she has to take from the pile? If
she takes 3 x (4 - 1) = 9 stockings, there is the possibility that she
has taken three stockings of each of the three colors. Hence, if she
takes ten stockings from the pile, she ensures that she will have four
(or more) stockings of the same color; she may even obtain two
usable colors, for instance four or more red stockings and four or more
yellow ones (with 0, 1, or 2 blue stockings), but this is not certain.

If seven millipedes were in the same situation, also with a pile
containing red, yellow, and blue stockings, then at least

3 x (7 x 1000 - 1) + 1 = (3 x 6999) + 1 = 20,998
stockings would have to be taken from the pile to enable them to have
7000 or more stockings of a single color (for at least one of the colors).
With 20,997 stockings it might happen (though it would be unlikely)
that 6999 red, 6999 yellow, and 6999 blue stockings were taken from
the pile.
306. Probability probleDl on the stockings puzzle. In the first
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puzzle of §305 we assume that the pile contains light and dark
stockings in equal numbers, and we require the probability that the
lady will not achieve her object when she takes two stockings at
random from the pile. Evidently, this probability is .l, provided that
the pile is sufficiently large, since the probability that she takes a
second stocking different from the first is as large as the probability
that she takes one of its mates. Because the pile is not infinitely large,
the probability ofa failure is somewhat larger, since if the pile contains
n pairs (and thus 2 x n stockings), and if the stocking taken first is a
light one, say, then (2 x n - 1) stockings remain, n of which are dark,
so that the probability is nj (2 x n - I) that she will take an odd pair
of stockings, which gives (for instance) 0.6 ifn = 3, and 0.52 ifn = 13.

In the other puzzles of§305 we also assume that the pile contains
the same number of stockings for each of the colors, and further that
the pile is very large, so that the probability of obtaining a given color
is 1{3 even after some stockings h"ve been taken from the pile. We
think of the stockings as being taken single from the pile; this obviously
has no influeuce on the probability. In the second puzzle of §305, if
one of the sisters takes nine stockings, that is, one less than she should,
the probability that she takes three red, three yellow, and three blue

stockings in a definite order is then ;9' However, according to §129,

these three red, three yellow, and three blue stockings can be selected

in (:!~3 different orders, so that the probability offailure (that is, of

having no four stockings of a single color) is:
9! 1 560 560

(3 !)3 x 39 = 38 = 6561 = 0.08535.

With three sisters to be dressed alike, sixteen stockings would have
to be taken from the pile. In the case offifteen stockings the probability
offailure (with five red, five yellow, and five blue stockings) is:

15! 1 28028 28028
(5!)3 x 315 = 312 = 531441 = 0.05274.

In the puzzle with the seven millipedes, the probability of the case
that we said was unlikely, in§305, when 20997 stockings are taken from
a considerably larger pile, is:

20997!
(6999!)3 x 320997'

The direct reduction to a decimal fraction is extremely laborious
However, with the aid of a certain formula, it is easy (see §307).
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*307. Approximations to the probabilities of §306. We extend
the last puzzle of§306 by letting a be the number ofp-pedes, and k the
number of colors of the stockings. To be sure of having at least ap
stockings of the same color, k(ap - 1) + 1 stockings have to be taken
from the large pile. Ifwe take k(ap - 1) stockings, then the probability
that success will not be attained (by reason of having ap - 1 stockings
of each of the k colors) is:

(kap - k)! 1
{(ap _ 1) !}k X kk(ap-l)·

The Scottish mathematician James Stirling (1692-1770) found a
truly remarkable formula, which gives an approximate value for m!
(that is, for m factorial), namely:

m! = V21Tm (;r·
Here 1T is the well-known ratio of the circumference of a circle to its

radius, something already of interest to Archimedes, who gave the
approximation 22/7, which is correct to two places of decimals. The
ratio 355/113, given by Adriaen Metius (1527-1607), can be easily
recalled from a scheme like

3.1. ..
113 )355

339

160
113

(where you start by writing down successively two digits 1, two digits
3, and two digits 5, and then divide the number formed by the first
three digits into the number formed by the last three digits). This
gives a value of 1T correct to six decimal places, namely: 1T = 3.141593.

To return to Stirling's formula, e is the remarkable number
2.7182818285 (continuing with other digits), which serves as the base
of the logarithms ofJohn Napier (1550-1617), who was the inventor
of logarithms.

In some particular case, for example, that of the seven millipedes,
the appropriate method is not to apply Stirling's formula for direct
approximation of the two factorials (20997! and 6999!) which appear
in the expression for the probability. Instead, you should first reduce
the general expression for the probability (the one which uses the
letters a, p, and k) by substituting the approximate values of the
factorials. Moreover, it is remarkable how much simplification this
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substitution produces in the formula. The factors e cancel completely,
while the factors mm (for the cases m = k(ap - 1) and m = ap - 1)
are partially cancelled by each other and partially by the power of k,

so that only the factors arising from V21Tm remain. In this way, we
find the following approximation to the probability:

Vk
{v27t(ap - lW- 1'

For the probabilities 0.5, 0.08535, and 0.05274 found in §306 and
for the probability which we there refrained from converting into a
decimal fraction, the formula gives, in the respective cases:

I 1. ;- = 0.5642, .;- = 0.09189,
v 1T 21TV 3

V3 V3
101T = 0.05513, l39981T = 0.0000393863.

308. Accuracy of Stirling's forlDuIa. Mathematicians have
succeeded in evaluating tht> accuracy of Stirling's formula. The
approximate value of m! still requires multiplication by about

1 + l~m' that is, it should be'increased by about 25j3m%. Hence,

relatively (that is to say, proportionally, which is what really matters)
Stirling's formula becomes still more accurate as m increases.

The effect on the probability found in §307:

Vk
{V21T(ap - lW-l

is that it should be multiplied by a little more than
k2 - 1

1 - ,
l2k(ap - 1)

that is, it should be diminished by nearly ~~~:; := ~~%. When this is

done, the probabilities computed with the aid of Stirling's formula in
§307 become:

0.4937, 0.08508, 0.05268, 0.000039385.
The first three approximative values differ only slightly from the

exact values of the probabilities as found in §306: 0.5, 0.08535,
0.05274. It is true that the approximation procedure is not especially
advantageous in these cases, since the probabilities (especially the
probability t) can more easily be computed directly, but it is precisely
by applying the approximation procedure to these cases, which can be
checked, that we have a clear proof of its usefulness in more compli-
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cated cases. In the last case, which is difficult to check, the probability
found is correct to the last decimal (that is, to nine decimal places),
whereas the value of that probability found in §307 (that is, without
the correction) still turns out to be correct to eight decimal places.
*309. Further applications of the results. The probability
determined in §307 and the corresponding approximation formula
can also be applied to various other cases. Let us imagine a die with k
numbered faces, each ofwhich has the same probability of turning up.
With this die, we make kq throws, and we require the probability
that each of the k numbers will appear exactly q times. This is entirely
the same question as the one on the k(ap - 1) stockings. We need

only replace ap - 1 by q, after which we find (q(~~k~q for the exact

value of the probability, and

viz

for the approximate value.
According to §308, we still have to multiply this probability by

. 1 1 k2 - 1 l' h· h . h 1approxImate y - 12kq' Irom w IC one can apprecIate ow arge a

q we should have if the expression given for the probability is to be
reliable. Ifwe make 6q throws with an ordinary die (k = 6), then the
probability of q ones, q twos, q threes, q fours, q fives, and q sixes is
approximately equal to:

V6 0.02475

(~)5 (Vq)5
provided q is not too small: say, greater than 5.

Ifa roulette wheel is spun 37q times, then the probability that each
of the 37 numbers will appear exactly q times is approximately
equal to:

V37
(27/"q)l8 383 X lOll qI8

provided q is large; say, greater than 30.

XII. MISCELLANEOUS PUZZLES

310. Keys puzzle. A certain board of directors consists of four
persons. They agree to provide their safe with such a number oflocks
(each with a different key), and every member of the board with such
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a number of keys, to ensure that no pair of members of the board can
open the safe with their keys jointly, but that every three members
of the board will be able to do this. How many locks should be put on
the safe and how many keys should every member of the board
receive?

To solve this puzzle, you should pay attention not to the keys that a
member of the board receives, but to the keys that he does not receive.
Denoting the keys by 1, 2, 3, and so on, we prepare slips of paper,
some bearing the number 1, some the number 2, and so forth. These
slips are distributed among the members of the board. If a person
obtains a slip with the number 2, say, this will mean that he does not
receive key number 2. Each member receives all keys for which he
does not have the corresponding slips. Among the four members of
the board A, B, C, D, any two-let us say A and B-must receive at
least one pair of equally numbered slips, say the slips numbered 1,
since otherwise they would jointly be able to open the safe. A third
member of the board, say C, should not then receive a slip numbered
1, since this would make A, B, and C jointly unable to open the safe,
for lack of key 1. If as few locks as possible are to be installed on the
safe, then every pair of members of the board must receive only a
single pair of like-numbered slips, for example, the slips numbered 1
go to A and B, the slips number 2 to A and C, 3 to A and D, 4 to Band
C, 5 to Band D, and 6 to C and D. This means that the safe should
have at least six locks. Each member of the board receives three
(differently numbered) slips, since he has three colleagues on the
board. This means that each member of the board receives three of
the six keys; the distribution is as follows:

A: 4,5,6; B: 2,3,6; C: 1,3,5; D: 1,2,4.
It is clear what the solution will be when the total number of

members of the board and the number of members who can open the
safe are different, let us say six members, no three of whom are to be
able to open the safe, whereas this is to be possible for every four of
them. If as few locks as possible are to be installed on the safe, then
every set of three members of the board must receive a set of three
like-numbered slips. It follows that the number of locks on the safe
must be equal to the number of combinations of the six members

of the board taken in groups of three, and so is equal to 6 x :! x 4 20

(see §128). This means that each member of the board fails to receive
a number of keys equal to the number of combinations of his five
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fellow members of the board in groups of two; that is, there are

5 ~ 4 = 10 keys that he does not receive, and therefore 20 - 10 = 10

keys that he does receive. With eight members of the board, no five of
whom can open the safe, though any six can do this, the safe should

8! 8 x 7 x 6
have 5!3! = 3! = 56 locks and each member of the board

should receive

56 _ ~ = 56 _ 7 x 6 x 5 = 56 _ 35 = 21
4!3! 3!

keys. This number of keys is also equal to the number of combina-

tions of his seven colleagues in groups of five, that is, to 5~~!; this can

also be seen directly, since the member of the board has to possess
one key for each of these groups, to enable a group of six to be formed
who can jointly open the safe.

If there are d members of whom no group of a can open the safe,
whereas every group of a + 1 can, then the safe should have

I (d d~ ) I locks, and each member of the board should receive
a. a .

(d - I)!
a!(d - a-I)! keys.

311. Puzzle on nUDlbers. We seek to determine a number such that
together with its multiple of 3, it contains all ten digits once.

If A is the desired number, then A + (3 x A) has the same
remainder when divided by 9 as the sum of the ten digits. Con­
sequently,4 x A is a multiple of9, hence so is A, and so is the sum of
the digits of A. The number A has five digits. The smallest digit of A
is 2 at most, since otherwise the multiple of 3 would contain 6 figures.
The number A should not contain a digit that leads to a digit of 3 x A
which already occurs in A. Hence, questions of order apart, the digits
of A can only form one of the following eleven groups:

(a) 01368 (b) 01467 (c) 02358 (d) 02367 (e) 02457 (f) 13689
(g) 14589 (h) 14679 (i) 23589 (j) 23679 (k) 24579
The group 01359, for example, has not been included here, since

the digit 3 would lead to the digit 9, 0, or I in 3 x A, which already
occur in A. 01458 has been omitted, too, since the digit 8 leads to the
digit 4 or 5 in 3 x A. In all, 15 groups have been omitted for this
reason.

Ifwe refuse to accept any digits occurring in A as digits for 3 x A,
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then in case (a), both the digit 3 and the digit 6 must lead to the digit
9 in 3 x A, so that case (a) drops out. For the same reason, cases
(b), (d), (e), (f), and (j) drop out; in each case the pairs of important
digits have been italicized.

Case (g) is impossible, since the digit 9 in A must produce a digit
7 in 3 x A (since 8 and 9 occur in A); this then requires that the digits
5 and 8 of A will both produce a 6 in 3 x A. Case (i) is also impossible
because the digit 9 of A must produce a digit 7 in 3 x A, which shows
that the digits 2 and 5 must each produce a 6. Case (k) is impossible;
the digits 5 and 9 of A must produce the digits 6 and 8, respectively,
in 3 x A, and then the digit 2 of A must again produce a digit 6 or 8
in 3 x A.

Case (c) turns out to be possible. The digit 0 of A produces the
digit 1 in 3 x A, which shows that the digit 3 of A produces the digit
9 in 3 x A. This means that the digit 0 of A must be followed by 5,
and this 5 by 8. Ifwe allow 0 as an initial digit, this gives the following
six solutions:

A 05823 05832 20583 23058 30582 32058
3 x A 17469 17496 61749 69174 91746 96174

Case (h) is possible, too. The first digit of A is 1, since otherwise
3 x A becomes a six-digit number. The digit 9 of A gives the digit 8 of
3 x A, so that the digit 6 ofA must produce the digit 0 in 3 x A. The­
last digit of A must be 4, because it cannot be 6, 7, or 9. The digit
last but one in A must be 9. This gives the following two further
solutions:

A 16794 17694
3 x A 50382 53082

312. Adding puzzle. The sum of two numbers both formed from the
same set of four digits (not necessarily all different) is a third number
again formed from this same set of four digits. An initial digit 0 is not
permitted. All solutions are required; interchange of the two numbers
should not be considered to produce a new solution.

IfA and B are the two numbers, and if A + B = S, then A, B, and
S must differ by a multiple of 9 from the number s which is the sum
of the four digits. Consequently, 2s and s differ by a multiple of 9,
which shows s to be a multiple of9. The digits of A cannot all be odd,
for the last digit of S would then be even (and unable to be a digit of
A). The sums of digits of A and B, in the units place, tens place, and so
on, cannot all be less than 10, since otherwise S would have a higher
digit-sum than A; hence, in the addition, a carry of 1 must occur at
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least once, which implies that the digits of A cannot all be even, and
also that they cannot all be less than 5. Since the smallest positive
digit ofA is at most 4 (because otherwise S would have more than four
digits), only the following sets of four digits deserve consideration,
when we disregard the matter of their order:

0018 0027 0036 0045 0117 0126 0135 0189 0225 0279
0369 0378 0459 0477 1116 1125 1188 1269 1278 1368
1449 1458 1467 1566 1899 2259 2277 2349 2358 2367
2457 2556 2799 2889 3348 3366 3447 3456 3699 3789
3888 4455 4599 4689 4779 4788

Since there is a carry of 1 at least once in the addition, at least one
of the four digits, after being increased by 10, has to be equal to the
sum of two of the digits, or to the double of a digit. A digit with this
property has been printed in boldface; thus, in 1269 the digits I and 2
are bold because of the relations II = 2 + 9, 12 = 6 + 6. We need
consider only those sets of four in which at least one bold-type digit
occurs. The first digit of S arises from two digits, different from 0,
which have a sum less than 10: because of this we reach an impasse
in the cases 0045, 0126 (since the 2 must arise from 6 + 6), 0477,
2889. In the cases 0378, 4788 the second digit leads to a dead end, and
in the cases 1368, 1566, 1899,2367,2457,2556,3447,3789 this is true
of the third digit. Here, we can also pay attention to the bold digits
and, in the cases 1566, 2556, 3447, to the fact that the digits 5, 6, 3,
respectively, cannot occur in the sum (so that these three cases drop
out at once). Together, the eleven remaining cases give the following
twenty-five solutions:

1503 1530 1089 1089 2502 4095 4095 4590
3510 3501 8019 8091 2520 4950 5409 4950
-- -- -- -- -- -- -- --
5013 5031 9108 9180 5022 9045 9504 9540

1269 2691 1467 1467 1476 1746 2439 4392
1692 6921 6147 6174 4671 4671 2493 4932
-- -- -- -- -- --
2961 9612 7614 7641 6147 6417 4932 9324

2385 2538 2853 3285 4599 4959 4698 4896 4797
2853 3285 5382 5238 4995 4995 4986 4968 4977
-- -- -- -- -- -- -- -- --
5238 5823 8235 8523 9594 9954 9684 9864 9774

In three cases, a double addition is possible, each time involving
five numbers which consist of the same four digits:
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4671 2493 2853
1476 2439 2385

6147 4932 5238
1467 4392 3285

7614 9324 8523
There are two solutions in which the sum is divisible by 11. These

solutions can be found quickly, without first determining all solutions.
In order to find them we observe that a number is divisible by 11 when
the sum of the digits for the odd places (here the sum of the first and
the third digits) differs by a multiple of 11 from the sum of the digits
in the even places; this follows immediately from the fact that
10 + 1, 103 + 1, 105 + 1, and so on, are divisible by 11, as are
102 - 1, 104 - 1, 106 - 1, and so on. If the sum of the four digits is
9 or 27, then the sum of two of the digits cannot differ by a multiple
of 11 from the sum of the other two digits (since the two sums w')uld
have to be 8 and 19 when the sum of the four digits is 27). If the sum
of the four digits is 18, then divisibility by 11 is possible only when the
sum of two of the digits is 9. Since only those sets of four deserve
consideration in which a bold digit occurs, the cases 0189, 0459, 1368,
2367, and 2457 alone remain, among which only the first two provide
solutions:

1089 4095
8019 5409

9108 9504
If we allow initial zeros (but not exclusively zeros, and without

the restriction to a sum divisible by 11), then the sets 0045,0135,0189,
0225, and 0459 give 6, 4, 10, 2, and 9 solutions, respectively, so that
we obtain another 31 solutions. We leave it to the reader to find these.
313. Num.ber written with equal digits. We may pose the problem
of writing the number 100 with digits 4 only, using as few such digits
as possible. Furthermore, the well-known arithmetical symbols
(plus sign, times sign, and so on, and also parentheses) can be used,
in unlimited number. With seven fours we can do it in four ways, as
follows:

100 = 44 + 44 + 4 + 4 + 4 = 44 + 44 + (4 x 4) - 4

= ~ + 44 - 4 - 4 = 4 x (4 +~) x (4 + ~).
However, it can also be done with six fours, in two ways:

444 - 44
100 = 4 x {(4 x 4) + 4 + 4} + 4 = 4 .
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The second expression could equally well use six digits 2, or six
digits 3, and so on, and gives an expression in terms of five digits 1:
111 - 11. With four digits 5, we can write 100 in two ways:

100 = 5 x {(5 x 5) - 5} = (5 + 5) x (5 + 5).
With four digits 9 it can be done as 99t and as a repeating fraction

with three digits 9 thus: 99.9. With four digits 3 it can be done as:
3 x 33.3.

To have a well-defined problem, we have to know exactly what
symbols we are allowed to use. The more symbols we admit, the
smaller the number ofdigits that will suffice. By using the exclamation
point (4! = 1 x 2 x 3 x 4) we can write 100 with three digits 4
as (4 x 4!) + 4.

With numbers that are not integers, we can admit square brackets
as the symbol for "the largest integer that is not larger." Thus we
have:

[3.5] = 3, [-3.5] = -4, [VB] = 2, [-VB] = -3, and so on.
Making use of this, we can write I00 with two digits 7 as

[V7! + 7!],
since this is [V10080] , and thus 100, since 1002 is less than 10080,
while 101 2 is greater than 10080.

With the symbols so far introduced, 100 can be written with two
digits 5 as

[V51] X [V5!]
Because of the later notation, 100 can also be written with two digits

6, since [VV6!] = 5, because 6! = 720, while 54 is less than 720, and
64 is greater than 720. Hence we have

100 = [J[VV6!]!] x d[VV6!]!].
As it appears from

-[ -V4!] = 5, 3! = 6 (thus [VV3!!] = 5), V9 = 3,
-[ -VB] = 3,

the number 100 can also be written with two digits 3, 4, 8, or 9.
However, the resulting notations for 100 are rather complicated,

especially the one with two digits 8; this makes them much less
interesting than those with two digits 7 or two digits 5.

By admitting further mathematical symbols, the number 100 can be
written with one digit, and any digit. However, this is not sufficiently
interesting to pursue further.



Chapter XV:
PUZZLES IN MECHANICS

I. GENERAL REMARKS ON KINEMATICS

314. KineD1atics and dynaD1ics. Mechanics is the study of the
motion of objects, which in this context are also called bodies. Since
various aspects of this study are concerned with mechanical devices
(such as levers, pulleys, and the like), the subject has been called the
theory of mechanisms, in earlier times, but modern usage replaces this by
the term mechanics.

When the motion of bodies is studied without reference to causes of
the origin or change of the motion, the relevant branch of med: :lnics
is called kinematics, a word which means the theory of motion.
Kinematics involves the study ofgeometrical questions, with additional
account taken of the concept of time. When we interest ourselves also
in the causes of the motion or of the change of motion-and hence in
the forces that govern the motion-then we speak of dynamics. This
subject involves the concept of" force" just mentioned, and introduces
another new concept, namely" mass."

If at some moment there is no motion and the situation is such that
the forces will not produce any motion, this situation is called
equilibrium. The study of cases in which motion is absent is called the
theory of equilibrium, or statics. However, this should not be regarded
as a separate part of mechanics, having a place with kinematics along­
side dynamics, but rather as a part of dynamics, since absence of
motion can be regarded as a special form of motion.
315. Motion of a point along a straight line. If a point moves
along a straight line in such a way that equal distances are always
traversed in equal intervals of time (so that in an interval twice as
long, the distance traversed is twice as large, and so on) then we speak
of a uniform motion. The distance, expressed in centimeters, which is
traversed in the unit of time, the second, is called the velocity of the
motion. In this way the velocity is expressed in centimeters per second.
In the case of a uniform motion, the number of centimeters in the
distance traversed (s, from the Latin spatium) is found by multiplying

390
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the velocity (v, velocitas) by the number of seconds of elapsed time
(t, tempus); in short:

distance traversed = velocity x time (s = v x t).
If the motion along the straight line is not uniform, then the velocity

at a given moment is found by considering the motion as a uniform
motion over a very short time interval, which involves dividing the
short distance traversed in the short time interval by the length of that
interval, that is, dividing the number of centimeters of the distance by
the number of seconds of the time. If the motion is such that equal
increments of velocity always occur in equal intervals of time, then
we speak OC a uniformly accelerated motion. This term is also applied
to the motion when the velocity decreases in a similar way; the in­
crement of velocity is negative in this case. The increment of velocity
during each second specifies the acceleration of the uniformly
accelerated motion, which therefore is expressed as centimeters per
second, per second. An acceleration can be negative, in which case the
velocity reduces in every second by the same amount; this situation is
given the-quite superfluous-name of" uniformly retarded motion."

Just as the case of uniform motion requires the distance to be found
by multiplying the velocity by the time, the case of uniformly accelerated
motion requires the increase of velocity to be obtained as the product
of the acceleration and the time elapsed.

Obviously, a uniform motion can be interpreted as a uniformly
accelerated motion with acceleration zero, just as "rest" can be
interpreted as a uniform motion with velocity zero. In the case of a
motion that is not uniformly accelerated, we can also speak of an
acceleration, but must add the phrase" at a certain moment." For
this purpose, we need only treat the motion as a uniformly accelerated
motion during a very short time, which leads us to divide a small
increment of velocity by the short time interval.
316. Motion of a point along a curved line. In the case of motion
along a curved line, the velocity has to be described not only by its
magnitude, but also by its direction. In cases where we have to take
into account a magnitude and a direction, we speak ofa vector; this is
represented by an arrow, whose length is made to indicate the
magnitude of the vector. Just as we introduce an acceleration in the
case of motion along a straight line when the velocity is subject to
change, we do the same thing in the case ofmotion along a curved line.
However, in this case the velocity must also be considered to be chang­
ing if its direction changes, as well as when it attains a different
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magnitude. This means that for the case of a point moving in a circle,
there is an acceleration even when the magnitude of the velocity
remains the same. This acceleration can also be considered as a vector;
that is, it has not only a magnitude but also a direction. Because the
point does not describe a straight line, but is, as it were, pulled towards
the center of the circle, the acceleration is directed towards this
center (if the magnitude of the velocity is constant), for which reason
we speak of a "center-seeking," or centripetal, acceleration. The
nature of this acceleration was first discovered by the Dutch scientist
Huygens (see §132). He found the equation a = v2 /r for the accelera­
tion expressed in centimeters per second per second (a, acceleration),
when a circle of radius r cm is traversed with a constant-magnitude
velocity of v centimeters per second.
317. Relative character of !notion. The motion of a body can
never be observed in an absolute way, but only relatively, that is,
with regard to another body; to be aware of motion, we have to see
some point of one body changing its distance from some point of
another body. If, for some bodies, no changes in distance occur, then
these bodies are at rest relatively to one another. If distances from a
point A to points of those bodies are subject to change, then A is in
motion relatively to those bodies.

The bodies which are at rest relatively to one another are called a
system of reference for A. When we speak of the velocity and the
acceleration ofa point A, it must be clear (if these notions are to have
any proper meaning) relatively to what system the motion is being
considered. In many cases the system is the ground on which we are
standing, or equivalently the Earth. If no special system is mentioned,
we always imply that motion is relative to the Earth.

As an illustration of a difference in motion relative to one system and
to another, we take the case where someone on a moving ship throws a
ball straight up and catches it again. From the ship he sees the ball
describe a straight line upwards and downwards, but someone from
the shore would see the ball describe a curved line (its trajectory), of
the type which we call a parabola.
318. CO!nposition of !notions. Suppose that some system, say a
ship, is in motion relatively to a second system, say the Earth. If we
know the motion of the ship relatively to the Earth and the motion ofa
point A relatively to the ship (for a man walking on the deck of the
ship, say) then we can use this to derive the motion of the point
relatively to the Earth. This is called composition of motions.
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Ifwe keep to the example just mentioned and assume that the ship
has such a motion relatively to the earth that the various points of the
ship move uniformly along parallel straight lines, all with the same
velocity, and that the point A moves uniformly along a straight line
drawn on the ship, then it can be easily demonstrated that A, too,
moves along a straight line relatively to the Earth, and also uniformly.
The velocity with which A moves relatively to the Earth is a diagonal
of a parallelogram which can be formed from the velocity of A
relative to the ship (the relative velocity) and the velocity of the ship
relative to the Earth. This result is called the parallelogram £if velocities
(Fig. 169).

vel. of ship
reI. to Earth

A

Fig. 169

vel. of A
reI. to Earth

vel. of A
reI. to ship

319. Exalllples of the cOlllposition of lIlotions. It is possible to
give quite a number of striking examples of the composition of
motions. We shall discuss some of these. On a moving ship the
pennant does not show the direction of the velocity of the air relative
to the Earth but of the velocity of the air relative to the ship. Ifsome­
one on board is aware of the magnitude and the direction of the
velocity of the ship, and can measure the apparent velocity of the
wind (in magnitude and direction once again, of course), then he can
derive from this the magnitude and the direction of the velocity of
the wind relative to the Earth. This is shown by the parallelogram
in Figure 169.

A cyclist travels from south to north while the wind is blowing due
east. He returns along the same road and the direction of the wind has
not changed. Arriving home he say that he has been riding against
the wind-"Not directly against it, admittedly," he adds. The
cyclist thought he was riding against the wind because he did not
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realize that what he felt was the motion of the air relative to himself
and not relative to the Earth. We can use the parallelogram con­
struction, to compound the velocity of the cyclist and the apparent
velocity of the wind, and so obtain the real velocity of the wind
(Fig. 170).

A rower wants to cross a river. He leaves from landing stage A and
has to arrive at landing stage B. He points his boat in the direction
A-B and starts rowing. Because of the current he drifts off and arrives
on the opposite bank at B', instead of at the landing stage B. The
velocity that the boat acquires relative to the bank is found by
composition of the velocity from rowing and the velocity of the current.
A second rower, who has to cross from the landing stage C to the

vel. of cvclist

vel. of wind

apparent vel. of wind '

Fig. 170

landing stage D, is more clever. He points his boat obliquely into the
current in such a way that by drifting off course he arrives exactly at
D. This means that he directs the velocity with which he rows (that
is, with which he moves relative to the flowing water) in such a way
that composition with the velocity of the current produces a velocity
relative to the bank, directed exactly from C to D (Fig. 171). In the
foregoing it has been assumed that the rowing velocity is greater than
the velocity of the current; if this is not the case, it is not possible to
find a way of rowing from C to D. Even if you adopt the second
rower's method, and row straight against the current, you will remain
at rest or drift back more than you row, according as the velocity of
rowing is equal to or smaller than the velocity of the current. As an
example of the case where the rowing velocity dominates, we take a
rowing velocity of 1 meter per second and a current velocity of 80
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centimeters per second. From Pythagoras' theorem, the velocity of

the second rower relative to the bank is then v' 1002 - 802 = 60
centimeters per second. Hence, if the width of the river is 180 meters,
the second rower needs 5 minutes to reach point D. The first rower
reaches the opposite side in only 3 minutes; however, he arrives at the
wrong point, namely at B', because he has drifted 144 meters down­
stream in those 3 minutes. If he now wants to row back from B' to the
landing stage B (having a velocity of 100 - 80 = 20 cm per sec
relative to the bank), he will require 4 x 3 = 12 minutes, so that he
actually takes 15 minutes to row from A to B.

Fig. 172
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As a last example we take the case where someone is looking at
falling rain through the window of a traveling train. We assume that
there is no wind; and hence that the raindrops fall vertically. The
passenger in the train sees the raindrops describe parallel sloping
straight lines, departing from the vertical in a direction opposite to
the direction of the train (Fig. 172). The fact that these streaks of rain
take the form of straight lines, as viewed from the uniformly moving
train, is proof that the raindrops, too, are moving uniformly (this can
be ascribed to the resistance of the air) ; if the velocity of the train is
known, then the magnitude of the velocity of the train can be deter­
mined from the apparent direction of the streaks of rain (Fig. 173).

vel. of train

apparent vel. of rain vel. of rain

Fig. 173

II. SOME PUZZLES IN KINEMATICS

320. Which points ofa traveling train move backwards? When
the wheel of a cart rolls over the ground without skidding, the par­
ticular point of the wheel which is in contact with the earth has no
velocity relative to the earth at that moment. Every other point of the
wheel has the same velocity relative to the earth as if the wheel were
turning around the momentary point of contact. So the points of the
lowest spoke of the wheel (that is, of the spoke that is in the lowest
position at the moment in question) also move forward relative to
the earth-that is, in the same direction as the cart-even if the points
move backwards relative to the cart; the latter fact causes the points
of the lowest spoke to move forward more slowly relative to the earth
than does the cart itself.

From the foregoing we see that there are points of a travelling train
which move backwards. For example, the wheels of the locomotive
have an extension beyond their rolling circle, to form the so-called
flange. The flanges serve to keep the wheels on the rails, as is shown in
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Figure 174. The flange has a somewhat greater distance from the
center of the wheel than the periphery of the rolling circle has, so
that for every position of the wheel there is a part of the flange which
is below the point of contact of wheel and rail. Since the lowest point
of the flange.has the same velocity as if the wheel were turning around
this point of contact, the lowest point in question goes to the left when
the train goes to the right. This is shown in Figure 175, where the

Fig. 174 Fig. 175

flange has been drawn exaggeratedly large for the sake of clarity.
The heavy arrow indicates the velocity of the center of the wheel; this
is the velocity with which the locomotive is moving toward the right.
The arrow pointing to the left indicates the velocity of the lowest point
of the flange.

Figure 176, in which two trajectories have been drawn, gives a clear
idea of the motions of various points of the wheel. A point on the
rolling circle describes a so-called cycloid, the dot and dash line in the
figure, whereas the outermost point of the flange describes a trochoid,
in which the cusp of the cycloid has changed into a loop. The arrows

Fig. 176
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on the trajectories indicate the direction in which they are traversed;
the overall displacement is to the right, but the lowest part of the loop
is traversed with a movement to the left.
321. Which way does the bicycle go? We place a bicycle in such a
way that one pedal is in its lowest position and the other in its highest
position. Standing next to the bicycle, we use our hand to give a
backward pull on the pedal that is in the lowest position; in Figure 177
the force which this applies has been indicated by an arrow. Does the
bicycle go forward or backwards?

You might think: forward. If the lower pedal is pulled backwards
you might argue (relying on your experience in cycling) that the rear
wheel will be made to impart forward motion. turning clockwise in the
direction of the curved arrow, in our figure.

Fig. 177

To answer the question without trial and error, you should not in
fact pay attention to the interaction of the forces; this question should
be considered not dynamically but kinematically. Since you are not
cycling now, but standing on the ground, you should not reason as you
did above, when you confused the motion of the pedal relative to the
Earth with its motion relative to the bicycle.

Of course, when pulled backwards, the pedal must go backwards­
that is, relative to the Earth, not necessarily relative to the bicycle.
Hence the question is the same as the following: If the lower pedal
moves backward relative to the Earth, does the bicycle go forward or
backwards? Evidently this question amounts to the same thing as the
following: When you are cycling, does the lower pedal move forward
or backwards relative to the Earth? Relative to the bicycle, this pedal
moves backwards, of course, but that is not the question here. The
distance from the pedal to the pivot point of the pedal bar is less than
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the length of a spoke of the rear wheel; moreover, the pedal bar turns
more slowly than the rear wheel because of the gear with which the
bicycle is fitted. Both circumstances cause the lower pedal to move
backwards more slowly relative to the bicycle than the bicycle moves
forward relative to the Earth, so that when you are cycling, this pedal
is moving forward relative to the Earth. If now, on the contrary, you
move the lower pedal backwards relative to the Earth, then the
bicycle moves backwards, too. Just try it out! However, you will see
the lower pedal go forward relatively to the bicycle; so the pedal here
moves against the direction of progress of the bicycle, just as in
ordinary cycling.

You can simplify the question by exerting a force directed backwards
(the dotted line in Figure 177) on the lowest spoke of the rear wheel.
When you cycle, the points of this spoke have a velocity directed
forward relative to the Earth, as appears from the argument in §320;
however, these points move backwards relative to the bicycle. Because
of the gear of the bicycle, this "going forward relative to the Earth"
holds in a still higher degree for the lower pedal. But even if the bicycle
had no gear, the answer to the question would be the same. If some­
one were to construct a bicycle with a gear of such a type that the
pedal crank rotated faster than the rear wheel, and if the ratio were
made large enough, then when you cycled the lower pedal would move
backwards relative to the Earth as well. The answer to the question
posed at the beginning of this section would then be: "Forward."l
322. Rower and bottle. A rower has to row regularly along a river
from a place A to a place B and back. He has got into the habit of
exerting himself more when rowing upstream, with the result that he
goes twice as fast relative to the water as when rowing downstream.
One day he rows upstream and passes a floating bottle. First he does
not pay much attention to it, but gradually he becomes curious about
the content of the bottle. After 20 minutes he stops rowing and drifts
for 15 minutes. Then he rows back to the bottle. After some rowing
downstream he thinks his curiosity childish, turns back again and
continues his initial route. However, soon his curiosity takes over
again and 10 minutes after he thought he had mastered it, he goes
after the bottle. This time, too, he is ashamed of his childishness and
returns after a while. But after rowing upstream for 5 minutes he can

1 Here we omit from the translation a paragraph that is concerned solely with
Dutch terminology.
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no longer master his curiosity and with the firm intention of over­
taking the bottle he rows downstream till he picks up the bottle at a
distance of exactly 1 kilometer from the place where he passed it. How
do we find from this the velocity of the current?

From the moment the rower passes the bottle till the moment when
he picks it up, he has rowed 20 + 10 + 5 = 35 minutes upstream. His
total motion relative to the bottle, thus relative to the water, is 0, so
that his displacement relative to the water when rowing upstream is
equal to that when rowing downstream, but in the reverse direction.
Since in the second case he moves half as fast relative to the water as in
the first case, the rower has rowed twice as long downstream as
upstream, hence for 70 minutes. Because he has been drifting for 15
minutes, he picks up the bottle 35 + 70 + 15 = 120 minutes, hence
exactly 2 hours, after he first saw it. During this time the bottle has
covered a distance of 1 kilometer, so that the velocity of the current is
-t kilometer per hour.

Maybe the reader, too, has become curious about the content of the
bottle. It turned out to contain a piece of paper with the inscription:
"Whoever finds this bottle ... finds the beer all gone!" So it proved
not to be as important as the rower expected.

We are not yet finished with this problem. Before leaving it, we
want proof that on his first return the rower rowed downstream for
less than 40 minutes, on his second return for less than an hour, and
on his third return for more than 10 minutes.

I t is obvious that the reason that the rower rows twice as fast
upstream as downstream (relatively to the water) is that he wishes to
take the same time going there (from A to B) as returning (from B
to A). If it is given that this is indeed the case, how much later than
usual does the rower arrive at his destination on account of the adven­
ture with the bottle? If v is his rowing velocity relative to the water
(in kilometers per hour) when rowing downstream, so that this is
2 x v when rowing upstream, then since the velocity of the current is
-t and the velocities relative to the bank are equal in both cases, this
implies that v + -t = (2 x v) - -t, and hence that v = 1. This makes
the velocity of the rower relative to the bank 3/2 kilometers per hour,
so that he needs 2/3 hour (hence 40 minutes) to row from the place
where he picked up the bottle to the place where he passed the bottle.
Hence, because of the adventure he is 120 + 40 = 160 minutes late,
assuming that he suppresses his curiosity until he arrives at his destina­
tion and does not drift for a while to examine the content of the bottle.
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323. Four points lIloving along straight lines. Four arbitrary
straight lines a, b, C, and d lie in a plane. On the line a there is a point A
moving uniformly, hence with a constant velocity. Similarly there is a
point B which moves uniformly along line b with a velocity which is
not necessarily the same as the velocity with which A moves along a.
Along C too, a point C moves uniformly, and likewise along d a point
D. The four straight lines intersect in pairs, in such a way that six
points of intersection arise. It is given that five times over (at least) it
happens that two of the moving points A, B, C, D meet at the common
point ofintersection of the two lines along which they move. We require
to show that this happens the sixth time, too.

Suppose that A and B meet at the intersection of a and b. Since A
and B move uniformly, the line AB which connects them must move
parallel to itself. If A and C also meet (at the intersection of a and C this
time), then the line joining A and C must also move parallel to itself.
Ifit is given that Band C also meet, this implies that there is a position
of coincidence for the points Band C, and thus also for the lines AB
and AC. Because of the parallel shift of AB and AC these lines (which

Fig. 178

have the point A in common) must coincide at every moment. So
the three points A, B, and C always remain on a straight line T, and
this line moves parallel to itself. If it is further given that points A and
D meet, as well as Band D, then points A, B, and D must also remain
on a straight line; this line is the same as T, because these lines have
the two points A and B in common. Hence the points A, B, C,
and D always remain on the straight line T, which moves parallel
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to itself. So the points C and D must also meet, namely at the
moment when the line r passes through the intersection of the lines c
and d.

III. PHENOMENA OF INERTIA

324. Principle ofinertia. Even after the efforts of the ancient Greeks
to explain nature, it still took ages and ages before man had a proper
insight into the phenomena of motion. It was the incomparable
English mathematician, physicist, and astronomer Newton (1642­
1727) who succeeded in making important discoveries of his own
which consolidated the painstakingly accumulated concepts into a
useful explanation of the motion of bodies, especially the celestial
bodies. Newton's work here was based principally on the investiga­
tions of Galileo (see §132) and Huygens (see §§132 and 316).

An important contribution to more exact insight was Galileo's
principle of inertia, foreshadowings of which are to be found in the
work ofsuch of his predecessors as the great painter, sculptor, architect
and naturalist Leonardo (1452-1519), often called Leonardo da Vinci
after his birthplace. This principle states that every change which
occurs in the velocity of a body, whether that change involves the
magnitude or the direction of the velocity, must have an external
cause; such a cause is called a force. Hence, the law of inertia says
that a body that is free from all external influences must move along a
straight line, always with the same velocity; a particular case of this
is the absence of motion. With the concept of acceleration developed in
§315, the principle can also be expressed by saying that where no
force is present there can be no acceleration, either. We can also say
that an acceleration has a cause in the present; a velocity, on the other
hand, has a cause in the past, namely the presence of that velocity
some time earlier.

The curious thing about the principle of inertia is that it is
susceptible of neither a theoretical nor a direct experimental proof;
the latter method fails, if for no other reason, because it is not possible
to withdraw a body from the influence of all other bodies. To test the
principle, one would have to neutralize gravity in some way or other,
which would require invoking a combination with other principles
(which themselves could not be proved theoretically or verified
experimentally, in isolation). Hence, the confirmation of the principle
of inertia can be found only in the fact that, together with other simple
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principles, it succeeds in giving a valid explanation of all sorts of
phenomena.

I t is understandable that the principle of inertia was not always
recognized and that initially the opinion was held that a moving
object has of its own accord the tendency to pass into a state of rest.
The friction or resistance which occurs everywhere (friction in the
case ofone body moving along another, resistance of the air, and so on)
was wholly or partly overlooked, and this was not recognized as the
external influence that brings the motion to a halt.
325. To what system.s does the principle of inertia apply? In
§§317-319 we have seen that motion can be considered only relatively,
that is, relative to a given system, and that it can be entirely different
relative to one system from what it is relative to another system. Hence,
the question arises: To what systems does the principle of inertia
apply? Answering this question is one of the main difficulties in
mechanics. Galileo, who did not discuss it, perhaps thought of
motion relative to the ground, hence to the Earth. However, for that
system the consequences of the principle of inertia are incorrect,
mainly because of the rotation of the Earth about its axis.

As we can regularly observe, the starry heavens seem to rotate about
the straight line which runs from the south pole S of the earth to the
north pole N, a line which points approximately in the direction of
the Pole Star. Looking in the direction SN, we see the rotation in a
counterclockwise direction. The time of revolution is called a sidereal
day. Because the sun seemingly moves relative to the stars, the sidereal
day is shorter than the solar day (that is, the day we are concerned
with, in everyday life), by about 4 seconds short of 4 minutes. The fact
that this rotation is only apparent, and that, in reality, it is the Earth
which rotates around the SN axis in the opposite direction, was clearly
stated for the first time by Copernicus (1473-1543), in his major work
De revolutionibus orbium caelestium, the first copy of which is said to have
been handed to him on his deathbed. One ofthe most fervent adherents
of the new theory was Galileo, who, as an old broken man, was forced
to abjure that theory in 1633, after which he muttered to himself
(though some dispute this) "Eppur si muove" (and yet it moves).

Ifwe imagine a sphere which coincides with the Earth, but which
does not take part in the rotation, then we can assume, with a very
high degree of accuracy, that this sphere is a system for which the
principle of inertia holds. A system which moves relative to that
sphere in such a way that its various points all move along parallel
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straight lines with the same velocity is then also a system for which
the principle applies. This follows from the fact that a point which
performs a uniform rectilinear motion relative to one system does the
same thing relative to the other system.
326. SOIne consequences of the rotation of the Earth. Although
in everyday life the rotation of the Earth cannot be perceived, and it
can thus usually be assumed that the principle of inertia applies to the
rotating Earth, several phenomena can be mentioned which find their
explanation in the rotation of the Earth. These phenomena are related
to rapid or long-lasting motions.

If a train moves from south to north in the northern hemisphere,
then this train, apart from its velocity relative to the Earth, has an
easterly velocity arising from the rotation of the Earth. This easterly
velocity is maximum at the Equator (where the radius of the circle
described by the rotation is maximum) and decreases to the north.
Hence, going north, the train arrives at points where the easterly
velocity is smaller, but the train itself would retain the larger easterly
velocity if the rails did not prevent an easterly motion relative to the
Earth. Because of this, the train is pressed against the right-hand rail.
In the same way, this also proves to be the case when the train goes
from north to south in the northern hemisphere. Further consideration
shows that the phenomenon occurs to the same extent with east-west
motion or motion in any direction, but it is less easy to offer a non­
technical explanation for this.*

The foregoing shows that a body moving horizontally in the northern
hemisphere has a tendency to deviate to the right from a straight line;
in the southern hemisphere this deviation is to the left. In the case of
the train, this tendency to deviate could be observed, if at all, from the
greater wear of the right-hand rail. Now and again, people have
thought they had ascertained this, but the correctness of this observa­
tion becomes doubtful when it is realized that at the Pole (where it is
maximum) the phenomenon can be eliminated merely by giving the
rails a curvature with a radius of 190 kilometers, or by laying the
right-hand rail 0.59 mm higher than the left-hand rail; in the compu­
tation which leads to this, it has been assumed that the velocity of the
train is 100 km per hour, while the gauge has been fixed at 1435 mm,
the most common one.

* [Such an explanation has to take account of changes of direction of velocities,
instead of changes of magnitude only.-T.H.O'B.]
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The effect of the rotation of the Earth manifests itselfvery clearly in
the trade winds and the ocean currents. On the Atlantic Ocean, where
the continental masses have no disturbing influence on the direction
of the wind, heated air rises at the Equator and flows to the Poles
(antitrades), while a cold undercurrent from the Poles to the Equator
arises (trade wind). At sea, only the undercurrent, hence the trade
wind, is perceived. In both hemispheres, it has a deviation to the
west, so that in the northern hemisphere the northeast trade results,
and in the southern hemisphere the southeast trade. A similar thing
occurs to the sea water. Since warm water is lighter than cold water, a
warm upper current arises from the Equator to the Poles, and a cold
undercurrent from the poles to the Equator. In the northern hemi­
sphere, these ocean currents deviate to the right, so that the cold
undercurrent passes along North America, and the warm upper
current along Europe. As a consequence, it is much colder in New
York than in Madrid or Naples, although New York has about the
same latitude as these last-mentioned cities.

Air flows from a high-pressure area (high barometer reading) to a
low-pressure area, called a depression. In the northern hemisphere,
the wind then always deviates to the right. This yields the following
law of the Dutch meteorologist Buys Ballot (1817-1890): A person
who has his back turned to the wind has the low-pressure area in
front of him and to his left. Of course, in the southern hemisphere it is
in front of him and to his right. If the air flows from all directions to
the area where the pressure is lowest, then in the northern hemisphere
a counterclockwise cyclone arises because of the deviation to the right.
In the southern hemisphere the cyclone moves clockwise (Fig. 179).

The deviation to the right can also be observed (but much less
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clearly) in the course of the river at its delta, if the soil is soft and the
river is therefore more or less free to choose its bed. With the Volga,
it is possible to observe this deviation.

The deviation is demonstrated in a very convincing manner by
Foucault's (1819-1868) famous pendulum experiment. A leaden
sphere hangs from a long, thin iron wire. The sphere is moved from
its state of equilibrium and released without velocity. In the course of
the oscillations in a vertical plane (the oscillation plane) which then
result, the oscillation plane rotates clockwise (in the northern hemi­
sphere) because of the continuous deviation to the right. At 52° N
latitude, the oscillation plane requires more than 7t hours to reach a
position perpendicular to the original one, after rotating through 90°.
The phenomenon does not occur at the Equator, while the oscillation
plane would rotate most quickly if the experiment were performed at
one of the poles of the Earth. With an experiment at the pole it is easy
to get an idea of the situation; the Earth rotates under the pendulum,
while the oscillation plane is not affected by the rotation at all; hence,
the oscillation plane rotates relative to the Earth as quickly as the
Earth actually rotates, but in the opposite direction, so that the
oscillation plane rotates by 360° in a sidereal day, and hence rotates
90° in nearly 6 hours. It may further be noted that the experimenter
has to make sure that the oscillations are performed in a vertical plane.
This can be easily achieved by installing a fixed, not too smooth,
horizontal ring round the iron wire, so that the wire is bent at its
extreme positions (Fig. 180). Through the friction of the iron wire
against the ring, the possibility of a side-to-side velocity soon dis­
appears.

With a vertical motion, too, the influence of the rotation of the
Earth is noticeable. If an object is dropped from a high tower, it
deviates to the east. This occurs because, in taking part in the rotation
of the Earth, the top of the tower describes a larger circle than the
foot of the tower, and hence has a greater easterly velocity. In order
not to be hindered by the wind and to achieve a higher drop, the
experimenter does not drop the object from a tower, but into a deep
mine shaft. For a depth of 100 m, the easterly deviation is 2.2cm at
the Equator; if the drop is 22 times as large, the deviation is 23 times
as large. The last-mentioned phenomenon is the same in the northern
as in the southern hemisphere, does not occur at the Poles, and is
strongest at the Equator. For the phenomena of horizontal motion,
just the reverse was true.
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327. SOIne phenoInena of inertia. Although, as observed in §324,
the principle of inertia cannot be proved directly by an experiment,
still all sorts of phenomena can be observed that find their explanation
in this principle (even though it may be combined with other
principles). Place a smooth playing card on a wine glass, and a coin
on the card. If you flick away the card with your thumb and finger
(Fig. 181), then the coin first stays put, then falls into the glass when
the card is gone; the card that flies away is not sufficiently rough to
exert a horizontal force of any significance, so that the coin remains
in its state of rest. The experiment can be arranged differently.
Spread out a smooth napkin on a table and on the napkin place a
filled wine glass. Take the napkin by a corner and pull it quickly away.
The glass will remain standing and not a drop of wine will be spilled.
However, you must pull away the napkin so quickly that the small

Fig. 181
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horizontal force exerted on the glass has no time to cause an appreciable
motion of the glass.

Another inertia experiment is the following. The ends of a thin,
easily breakable stick are placed on the noses of two clowns. A third
clown strikes the stick in the middle with a heavy cudgel, breaking it.
The two clowns who were supporting the stick on their noses suffer
no harm from the heavy blow. The stick is already broken before its
ends have obtained a velocity of any significance. The third clown,
however, has to hit so hard that the stick breaks immediately.

An inertia phenomenon that can be observed regularly is the
following. If you stand in the corridor of a (European) train that is
arriving at a station, you will be pushed forward by the braking, but
at the last moment, when the train has already come to a halt, you
will get another push backwards. What is the cause of this? Upon
braking, the velocity of the train decreases. The person in the corridor,
who had the same velocity as the train, has not suddenly lost that
velocity, so that he shoots forward if he does not hold tight to some­
thing. The push backwards at the last moment is a result of spring
action. When the train has come to a halt, the cars spring backwards
because the buffer springs were compressed powerfully by the braking
and now are released; this springing backwards gives you an impulse
forward, but when the springing back comes to a halt, you get a final
push backwards. However, it often happens that the phenomenon of
the two pushes is obscured by all sorts of additional phenomena, such
as the bumping of the cars against each other.

When it rains on a windless day, the drops describe diagonal rather
than vertical lines on a train window. This is because the drop, when
hitting the pane, does not at once assume the horizontal velocity of
the window, but persists in its vertical motion relative to the Earth.
Hence, we have here a joint illustration of inertia and of the com­
position of motions (see §§318 and 319). We often observe that the
drop is at rest relative to the window pane for a while, and then starts
to move again. The drop has by then assumed the velocity of the train
(as a consequence of the friction), and we would expect the drop to
move along a vertical line on the window pane (parallel to the vertical
edges of the pane). However, again a diagonal line results. This can
be explained by the resistance of the air, which quickly reduces the
large horizontal velocity which the drop had acquired.

The following experiment shows an interesting phenomenon of
inertia. In a closed glass tank which is filled with water to the brim,
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there are two spheres, one of cork and one of lead. The cork sphere is
fixed to the bottom by a thread to prevent it from rising further; the
lead sphere hangs from a thread fixed to the top of the tank. The
lengths of the threads are such that the lead sphere is hanging just
above the cork sphere (Fig. 182). Ifthe tank is now suddenly moved
to the right, inertia will cause the lead sphere to move to the left
relative to the tank. The lead sphere tends to persist in its state of rest.
It is true that the water tends to do the same thing, but the sphere,
which is so much heavier than the displaced water, dominates the
situation. With the cork sphere, which is lighter than the water
displaced, the reverse is true; hence, this sphere moves to the right,
even relative to the tank. If the tank is moved to and fro, the two
spheres will also be observed to move to and fro relative to the tank,
the cork sphere in the same direction as the tank every time, the lead

Fig. 182

sphere in the opposite direction. Relative to the Earth, the tank and
the two spheres always move to the same side, but for the lead sphere
the oscillations are smaller, and for the cork sphere larger, than the
oscillations of the tank.

IV. MASS AND WEIGHT

328. Mass and force. A small body for which the dimensions and in
particular the differences in velocity may be neglected, is called a
material point. If a force acts on such a point, the latter acquires an
acceleration in the direction of the force. The magnitude of the
acceleration is proportional to that of the force; that is, if the force is
made twice (or three times) as large, then the acceleration also becomes
twice (three times) as large-provided you take the same material
point, because the acceleration also depends on the nature of the
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material point. Ifthe volume of the body is taken twice (three times)
as large, using the same material, then the acceleration becomes twice
(three times) as small, provided the same force is applied. We then
say that the mass of the material has become two (three) times as large.
If we have two bodies of different materials, and if the same force
gives the same acceleration to both bodies, then we say that the bodies
have the same mass. In this manner, we can also compare the masses
of bodies of different materials. By assuming a unit of mass, we can
represent the mass of each body by a number. For this unit one takes
the gram-mass, the thousandth part of the mass of a piece of metal,
the standard kilogram, kept at Sevres near Paris.

Ifwe take as the unit offorce the force that gives an acceleration ofa
centimeter per second per second to a gram-mass (this unit of force is
called a dyne), then the force F, the mass m, and the acceleration a
are connected by the relation F = m x a, the so-called fundamental
equation ofdynamics. It indeed expresses the fact that the acceleration
becomes twice as large when the force is taken twice as large, and
becomes twice as small with a mass that is twice as large, while the
equation also shows that F = I when m = I and a = I, in accordance
with the definition of the unit of force. If the magnitude and the
direction of the force are constant, then (according to F = m x a) the
same is true for a; moreover, if the material point then has no velocity
initially (or a velocity in the direction of the force), it will have a
uniformly accelerated rectilinear motion.

The principle of inertia is included as a special case in F = m x a,
since if F = 0 all the time, we must have also a = 0 all the time; we
then have a uniform rectilinear motion, which may possibly be a state
of rest. The fundamental equation ofdynamics does not hold relatively
to any arbitrary system either. The same considerations apply here as
were discussed in §325 with respect to the principle of inertia.
329. Gravitation; weight. The force which makes bodies fall down­
ward is called gravitation. In the main, this is a manifestation of the
attraction of the Earth. It was one of Newton's important discoveries
that the force which makes an apple fall from a tree is a manifestation
of the same force of attraction that keeps the moon in its orbit around
the Earth. It is said that Newton made this discovery when, on a clear
moonlit night, he was resting under an apple tree and a falling apple
prompted him to think about the cause; however, this seems to be a
legend put into circulation by the French writer Voltaire (1694-1778).

Yet, what we call gravitation is not the same thing as the force of
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attraction of the Earth. A difference is caused by the rotation of the
Earth about its axis, which prevents the Earth from being a system
relative to which the fundamental equation of dynamics applies. One
might say that gravitation is the apparent attraction of the Earth,
the resultant of the real attraction and an imaginary force (a force
which is only seemingly present), which is called the centrifugal force
(about which we shall say more in §§331 and 332). By substituting the
gravitation for the force of attraction, we for the most part nullify
the circumstance that the Earth is not a system relative to which the
fundamental equation of dynamics applies. By doing so, we can
pretend that the Earth is such a system. This is still not completely
accurate, but the deviations manifest themselves only in the case of
motions like those discussed in §326.

Gravitational force, not as a general phenomenop, but as the force
that acts on a certain body, is called the weight of that body. A body
having a mass that is twice as large has a weight that is twice as large,
or, to put it more generally, the weight is proportional to the mass.
For bodies of the same material this is practically self-evident, but it
is also true for bodies of different materials (see §300). Hence, gravita­
tion has no preference for a certain material, as magnetic force has for
soft iron.

The weight of a body is often confused with its mass. Thus, the unit
of mass mentioned in §328 is often called a gram for short, while the
weight of that mass is also indicated as a gram. However, to preclude
a misunderstanding, it is better to speak of a gram-mass in the first
case, and of a gram-force in the second case.
330. Acceleration of gravity; free fall. A material point that is
dropped without velocity and that is subject only to gravitation has a
uniformly accelerated rectilinear motion (if we neglect the deviation
discussed at the end of §326, which can be detected only by precise
measurements). Its acceleration is called the acceleration of gravity.
This proves to be the same for all bodies, or to put it more simply: all
bodies fall equally fast. However, this is only the case if the bodies are
exclusively subject to gravitation. The resistance of the air has a
disturbing influence on the phenomenon, so that, for example, rain­
drops, which are formed in the higher atmospheric strata, begin to
fall with an accelerated motion, but close to the earth acquire a
practically uniform one. In fact, the acceleration of gravity is related
only to the fall in a vacuum, the so-called free fall, or motion under
gravity alone.
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As we can observe every day, objects do not fall through the air
equally fast. This is because the resistance of the air becomes greater
when the area of the body's contact with the air becomes greater. If
a small piece of metal and a feather have the same mass, then they
have the same weight (in other words, the same force of gravity acts
on the two objects); however, because of the much greater area of the
feather, it experiences a much greater counteracting resistance from
the air. If the air is pumped from a tube in which there are a lead
pellet, a scrap of paper, and a feather, then these three objects fall
equally fast; this can be ascertained by first placing the tube in a
vertical position, and then turning it quickly, so that the tube is again
in a vertical position, but with the three objects at the top. If air is
reintroduced, then the pellet is observed to fall more quickly, and the
feather more slowly, than the piece of paper.

An experiment which can be made more easily, but which is less
convincing, is the following. On a coin, placed horizontally, put a
piece of paper that does not project beyond the rim of the coin. Drop
the coin, and the paper will remain on it. The coin nullifies the resis­
tance of the air to the paper. If you drop the coin and the paper side
by side, you will observe a distinct difference in velocity.

In connection with the formulaF = m x a, the fact that gravitation
gives the same acceleration to all bodies shows that the weight ofa body
is indeed proportional to its mass.

The acceleration of gravity is not the same for all places on Earth.
In Holland this acceleration is approximately 981 centimeters per
second per second. This means that a body subject to free fall acquires
a velocity of 981 cm per sec after 1 second, hence of almost 10m per
second. At the Equator, the acceleration of gravity is somewhat
smaller (as measurements have shown), with a value of978 cm per sec
per sec; at the poles it is somewhat greater, with a valueof983.2cm per
sec per sec. This is partly because the centrifugal force (see §§331 and
332), which counteracts the attraction of the Earth, is maximum at the
Equator (because of the greater distance from the axis of the Earth),
partly because the Earth is flattened at the poles, so that the distance
to the center of the Earth is greatest at the Equator, which makes the
attraction a minimum there. The attraction decreases rapidly when
the relative distance is reduced.

Ifa gram-mass is subjected to free fall (dropped in a vacuum), then
the force acting on it is a gram-force. In Holland, it gives the body an
acceleration of 981 cm per sec per sec. The dyne discussed in §328
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gives this gram-mass an acceleration of 1 em per sec per sec. From
this, we see that 1 gram-force = 981 dynes. This gives an idea of the
magnitude ofa dyne; it is slightly larger than the weight ofa milligram.
The weight of 1 kg, of which everyone has a fairly clear idea, is
approximately one million dynes (actually, a little less).

The gram-force is often used as a unit of force. However, it has the
disadvantage of not having an equal magnitude for all places on the
Earth, in view ofwhat has been said about the acceleration ofgravity.
However, in many cases (including everyday life) this objection is
insignificant. It can be discounted completely when the acceleration
plays no role, and consequently in all cases of equilibrium, where only
a comparison of forces is at issue. That is why the dyne is called the
dynamic unit of force, and the gram-force the static unit of force.

V. FURTHER CONSIDERATIONS ON FORCES

331. Centrifugal force. Let us imagine the case where a stone tied
to a cord is quickly swung about in a vertical plane. Let the velocity
of the stone at the highest point by v em per sec; at the lowest point it is
somewhat larger as a consequence of gravitation, but we shall
imagine v to be so large that this difference in velocity can be neglected
compared with v. According to §316, the stone has an acceleration of
v2 jl em per sec per sec directed toward the center, if the cord has a
length of l em. At the highest point this acceleration is produced by
the tension S (in dynes) in the cord and the weight of the stone; if this
weight is m grams-force (where m is also the mass of the stone in
grams-mass), then in Holland the weight of the stone is 981 x m
dynes. Hence, according to the fundamental equation of dynamics

we have: S + (981 x m) = m x v2 jl, and so S = m(~ - 981 )

dynes, which is m(0.00102 x ~ - I) grams-force. At the lowest point

the tension in the cord is greater, first of all because the velocity of the
stone is greater there, but also because there the weight of the stone
increases the tension instead of reducing it. A simple calculation,
which we shall not perform here, shows that this maximum tension

amounts to m(0.00102 x ~ + 5) in grams-force. We take m= 1000,

hence a stone of one kilogram, l = 100, hence a cord of one meter,
and v = 2000. The smallest tension in the cord is then 39.8 kg and the
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greatest tension is 45.8 kg, so that the difference is not very large.
Hence, in the case in question, the magnitude of the velocity can be
fixed approximately at the constant value of20 m per second. Since the
circumference of the circle described by the stone is 2 x 2l = 6.3 m,
the stone performs over 3 revolutions per second.

Hence, it seems as if the stone experiences a repulsion from the
center of the circle; in the example this was about 40 kg. The apparent
repulsion, the so-called centrifugal force, becomes 22 or (32) times as
large if the velocity of the stone is taken 2 (or 3) times as large. Hence,
this apparent force increases quickly if the velocity is increased.

Elegant applications of these facts are possible. A cup of tea is
served on a tray suspended by three cords (Fig. 183). If this tray is

Fig. 183

swung around quickly and adroitly in a vertical plane, so that in a
certain position the brim of the cup is directed downward, the cup
will stay quietly on the tray and tea in the cup. Something comparable
is the following: On a switchback a car can be made to loop the loop
(Fig. 184). To achieve this, as the calculation shows, the car should
come from a height that is above the highest point of the circle by at
least a half-radius of the circle to be traversed, if there were no
friction. Since a significant loss of velocity results from friction, if you
want to avoid accidents, you should choose a considerably higher point
for the car to begin its course, for instance, at a height equal to the
diameter of the circle to be traversed above the highest point of that
circle.

An attraction of some night clubs is a slowly turning circular dance
floor. Towards closing time, the dancing couples are removed from the
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floor in a very simple way by speeding up the motor, to make the
floor turn faster and faster. By this means, the customers are seemingly
repelled from the center of the dance floor and soon move off the floor.
They can still hang on for a while by forming a circle and holding
each other by the hand; but finally this does not help, either, because
the center of the circle does not precisely coincide with that of the
turning disk and because the heavier persons experience a greater
centrifugal force than the lighter ones. In the end, the whole party
does move off the dance floor.

Fig. 184

332. Influence of centrifugal force on gravitation. This topic
has been mentioned already in §329. Through the rotation of the
Earth, an object on the Earth seemingly experiences a repulsion from
the axis of the Earth of m x v2 jr dynes. Here m is the mass of the
object (in grams-mass), v the velocity (in em per sec) of the Earth at
the point in question, as a result of the rotation of the Earth, and r the
distance (in cm) of this point to the axis of the Earth. If we take a
point on the Equator, then r = R, where R is the radius of the
Equator. If T is the time of revolution of the Earth (a sidereal day
measured in seconds), then v = 21TRjT, where 1T is the ratio of the
circumference of a circle to its diameter. At the Equator, the centri­
fugal force is aligned directly against the attraction of the Earth, and
hence acts fully as a reduction of the weight. This causes the accelera-

v2 4TT2R
tion of gravity there to be R = T2 em per sec per sec less than that

of the attraction. Now T = 24 x 60 x 60, ifwe neglect the difference
between a sidereal day and a solar day. Furthermore, R = 638 X 106

and (since 1T = 3.1416) 1T2 = 9.87, from which we find that at the
Equator the acceleration of gravity is diminished, as a result of
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the centrifugal force, by 3.4 em per sec per sec. According to the
measurements referred to in §330, the acceleration of gravity at the
poles (where there is no centrifugal force) is 5.1 cm per sec per sec
greater than at the Equator. According to what we have just found,
two thirds of this can be ascribed to the centrifugal force, leaving one
third to be ascribed to the flattening of the Earth.

If the velocity of the rotation of the Earth were 2 or 3 times as great,
then its influence on the acceleration of gravity should be 4 or 9
times as great, respectively. If the Earth rotated 17 times as fast as it
does in reality, the acceleration of gravity would be zero at the
Equator. An object released there would then remain floating in the
air.

The flattening of the Earth, too, can be ascribed to the centrifugal
force. This flattening occurred in days long past, when the Earth was
a hot, viscous liquid. This can be demonstrated with a so-called
centrifugal machine, as shown in Figure 185, as seen from above. A
driving-belt runs round a large and a small revolving disk. When the
large disk is rotated by means of a handle, the small disk will turn
much more quickly. A vertical drum with a clamping screw has been

Fig. 185 Fig. 186

attached to the small disk, so that various apparatus can be fastened
to the small disk and rotated rapidly. We place a metal spring bent
to form a circle on the centrifugal machine. Its lowest point A is fixed
to a vertical bar that is clamped in the drum. At the highest point B
there is a small hole through which the vertical bar is placed (Fig.
186). If the bar with the spring is rotated quickly, the circle will be
stretched out in the horizontal direction, and will consequently be
flattened in the vertical direction. The point B of the spring moves
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down along the bar. As a consequence of the swift rotation, the images
of the spring in the various positions blend, because the impression
of light on the eye has an after-effect of about Yo second. Therefore,
you observe not a rotating flattened circle, but a flattened body. The
experiment gives a highly exaggerated image of the flattening of the
Earth, since the major and minor axes of the Earth have lengths in
the proportion of 297 and 296.
333. Principle of action and reaction. The general force of
attraction discovered by Newton, which acts between all objects and
governs the motion of the celestial bodies, made him realize that the
force which one object exerts on the other is as great as the force that
the second object exerts on the first, but directed the other way.
Newton developed this into a general principle, that of action and
reaction (force and counterforce). According to this principle, forces
occur in pairs. As is the case with the general force of attraction, the
forces of the same pair (action and reaction), for different material
points, act along the same straight line and are equally great, but have
opposite directions. I t is immaterial which force is called the action
and which is called the reaction. You should not look upon the action
as the cause and the reaction as the effect. Both forces arise and dis­
appear simultaneously.

I put an object weighing 5 kg on my hand. What is the reaction to
the weight of this object? You might respond: the pressure that the
hand exerts on the object. Apparently that pressure meets all require­
ments. The pressure is as great as the weight, acts along the same line,
and has the opposite direction. However, it cannot be the reaction to
the weight of the object, if only because it also acts on the body,
whereas the reaction always acts upon another body. But there is
more. The equality ofweight and pressure is accidental, a consequence
of the circumstance that the body is in equilibrium, and hence of the
fact that I keep my hand still. If I move my hand up in an accelerated
motion, so that the body too acquires an acceleration directed upwards,
then a total force, directed upwards, acts upon this body; this force is
equal to the pressure that my hand exerts on the body, diminished
by the weight of the body. Hence, this pressure is now greater than
the weight; this can be clearly perceived from the effort it takes to
move the hand up quickly. The object then seems to have become
heavier suddenly. However, it is not the upward velocity of my hand
that causes this phenomenon, but the acceleration. If, after suddenly
giving my hand a velocity (for which a large acceleration is required),
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I then move my hand upwards uniformly, then the apparent increase
in weight disappears again. If I then move my hand upwards more
slowly, then I even experience an apparent decrease in the weight.

The foregoing shows that "the pressure of my hand" is not the
correct answer. To answer the question as to the reaction to the
weight of the object, we must first neglect the rotation of the earth,
thus leaving out of consideration the difference between the weight of
the object and the attraction that the Earth exerts on it. For the sake
of convenience, we further assume that the entire mass of the Earth
is concentrated in its center, and we imagine the attraction to
originate from this center. Then the answer to the question is: the
force that the object exerts on the Earth. Because we cannot perceive
this force, it is readily overlooked. It is only from theoretical con­
siderations-we might also say, through analogy-that we assume
the existence of a force exerted on the Earth by a body. When we
realize that the force exerted by the Earth on a terrestrial object is of
the same nature as the attraction exerted on the Moon and that
conversely the Moon attracts the Earth (which can be observed and
manifests itself chiefly in the phenomenon of tidal ebb and flow), then
it is an obvious assumption that a much smaller terrestrial object also
attracts the Earth. That we do not perceive this force is no objection
against assuming its existence; compared to the mass of the Earth,
the force assumed to be present is so small, that we are unable to
perceive its effect.

It will be clear, furthermore, that the reaction to the pressure
exerted by my hand on the object is the pressure that the object
conversely exerts on my hand; the latter pressure is caused by the
weight of the body, it is true, but it is something quite different. When
I move my hand, both pressures become greater or smaller simul­
taneously. If I move my hand downwards with an acceleration larger
than that of gravity, so that the object leaves my hand (unless it is tied
on), then the pressure that my hand exerts on the body disappears
but so does the pressure that the object exerts on my hand.

This question still remains: What is the reaction to the centrifugal
force that is incorporated in the gravitation? The answer to this is
that this reaction does not exist. The principle of action and reaction
does not hold for a fictitious force.
334. Motion of the center of gravity. If A and B are two material
points of which the masses are 5 and 3, say, then by the center of
gravity of A and B is meant the point Zplaced on the straight line AB
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between A and B in such a way that the distances of Z from A and B
are inversely proportional to the masses, hence here as 3 to 5 (Fig.
187). Hence, the center of gravity is closer to the larger mass. For
various purposes, the center of gravity can conveniently be thought of
as a material point ofwhich the mass is equal to the sum of the masses
(hence 8 in the example). Sometimes one comes across the mis­
conception that the center of gravity is of importance only in con­
nection with gravitation (as the point through which the force of
gravitation exerted on the system passes). In order to counter this

s•A
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Fig. 187

misconception, which is encouraged by the name" center of gravity,"
we sometimes speak of" center of mass."

If two equal parallel forces having opposite directions act on the
material points A and B, and if A and B have no velocity initially,
then after a certain time these points arrive at A' and B', respectively,
where AA' and BB' are parallel (and have opposite directions) and
are in the proportion of 3 and 5. Hence, the center of gravity has
stayed where it was, as Figure 188 clearly shows. Hence, the center of
gravity acts as if it were the point of impact of the forces exerted on A
and B, since in that case Z would be affected by two equal forces of
opposite direction which cancel each other.

Next we take the case where a force acts only on B, while again A
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and B have no initial velocity. A now stays where it is, while B arrives
at B' after a certain time. This causes the center of gravity to move
from Z to Z', where ZZ' is parallel to BB' and equal to 3{8 BB' (Fig.
189). Z would have been displaced by the same distance if the force
had acted on Z, if we imagine Z (as noted before) to be a material
point with a mass 5 + 3~

The same results also hold when there are initial velocities and
when arbitrary forces act on A and B. In that case, too, the center of
gravity of the material points A and B moves as if it were a material
point (with a mass equal to the sum of the masses of A and B) to
which the forces acting on A and B have been transmitted (by
parallel shifts). This proposition (of great importance for the entire
field of dynamics), which, as you see, has nothing to do with gravity,
can be extended to several material points and also to objects that
cannot be considered as material points, and to systems of objects. To
this end, the definition of center of gravity has to be extended to
several material points; but we shall not go any further into this
subject.

VI. SOME PUZZLES IN DYNAMICS

335. Enchanted cage. In one of his fascinating little books, the
French mathematician Poincare (1854-1912) describes the following
remarkable situation. Some people are in a cage which a sorcerer is
pulling through space in a uniformly accelerated motion with the
acceleration of gravity. The cage is at so great a distance from all
heavenly bodies that they do not exert any attraction on it. We
assume the problem ofthe supply ofair and food to be solved somehow.
The question now is: What happens in the cage?

Relative to space (but not to the cage), a released object persists
in the same velocity that it had at the moment of release. The cage,
however, moves more and more quickly, so that the object lags behind
the cage. Hence, relative to the cage, it performs a uniformly accelerated
motion with the acceleration of gravity in the direction opposite to
that in which the cage is pulled by the sorcerer. Hence, in the cage the
situation is the same as if there were gravity (as a pseudo-force), so
that the people in the cage feel completely at ease. To them" upwards"
means" the direction in which the sorcerer is pulling."
336. Problem. of the falling elevator. The cable supporting an
elevator breaks, and the elevator falls. It is assumed that this occurs
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without friction, so that the elevator falls with the acceleration of
gravity. On the bottom of the elevator lies a drop of mercury. On the
wall of the elevator a burning candle has been fixed. What happens
to the drop' of mercury and the burning candle after the cable
breaks?

If an object which initially has no velocity relative to the elevator
is released in the elevator, then this object moves downward with
uniform acceleration relative to the elevator shaft, and hence has
exactly the same motion as the falling elevator; it thus remains
floating in the elevator. Therefore, as a consequence of the breaking
of the cable, a situation has arisen in the elevator just as if gravity had
disappeared, and as if the bodies no longer had any weight; however,
their mass has not been diminished. Therefore, the situation is
completely the opposite to that of the enchanted cage of §335; there,
through the motion of the cage, gravity had appeared; now, through
the motion of the elevator, gravity has disappeared.

The drop of mercury, which was- flattened by gravity, resumes its
spherical shape since its surface tension still exists. Thus, the center
ofgravity of the drop ofmercury moves upward relative to the elevator
and retains the upward velocity thus acquired, since there are no forces
that reduce this velocity. Hence the drop of mercury moves upwards
in its entirety, always relative to the elevator. The form of the drop of
mercury fluctuates between an oblate and a prolate spheroid. When
the drop of mercury has reached the ceiling of the elevator, it is
impelled back down again, and it keeps oscillating in this way between
the floor and the ceiling.

The candle goes out for want of oxygen. The gases formed by the
combustion (carbon dioxide and water vapor) are strongly heated,
and as a result, lighter than air (although carbon dioxide is heavier
than air of the same temperature). Therefore the combustion products
rise in normal circumstances, which gives fresh air an opportunity
of access. However, in the falling elevator, differences in specific
gravity play no role, because gravity has disappeared, and so the
gases in question remain hanging around the wick of the candle for a
long time, and spread only slowly through the elevator (by diffusion).
337. Will the body topple over onto the smooth inclined plane?
On a perfectly smooth inclined plane is placed a high cylindrical
wooden object, weighted on the top by a lead hemisphere, so that it
has a high center of gravity Z (Fig. 190). This body is released from a
state of rest. Will it then topple over?
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On the face of it, it seems that, although the body will slide down
because of the absence of friction, it will also topple over because the
perpendicular through the center of gravity Z intersects the inclined
plane outside the supporting surface. However, the body will do
nothing but slide; in doing so, it will remain erect. This can be proved
with the aid of certain propositions of dynamics which we cannot
discuss here. Yet, in the following way you can obtain a good idea of
the matter (without the propositions in question, although they may
be more convincing). Just as in the falling elevator of §336 gravity
was completely eliminated, here the component of gravity parallel to
the inclined plane is, as it were, rendered inoperative as a result of
the body's sliding down unhampered.

fizg. 190

This experiment gives a confirmation of the theory only when the
center of gravity of the object is not raised too high, that is, when the
perpendicular through the center of gravity does not meet the plane
too far outside the supporting surface. This is because it is impossible
to make the inclined plane sufficiently smooth.
338. How do I get off a SDlOOth table? Let us imagine I am in a
state of rest on a large, perfectly smooth table. By perfectly smooth I
mean that the table can exert only a vertical force on me. The forces
that act on me then are the downward-directed vertical weights of the
material points of which I consist, and the upward-directed vertical
pressures of the table. Apart from that, only so-called internal forces
ac:;t on me, that is, forces that are acting upon my various components,
or, to put it differently, forces whose reaction also acts on me. If we
now apply the proposition of §334 about the motion of the center of
gravity, then we have to transfer my weight and the pressure of the
table to my center of gravity. This is not necessary for the internal
forces just mentioned, since these occur in pairs and hence annul
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each other by pairs after being transferred to my center of gravity.
Hence, only vertical forces are acting on my center of gravity, and
since we have assumed that I was at rest originally, I cannot give a
horizontal velocity to my center ofgravity, however much I struggle. I
can only move my center of gravity up and down, and hence cannot
crawl on the table, let alone walk. Supposing now that the table is so
large that I cannot seize its edge, how do I get off the table without
help?

The solution is simply this: I throwaway an object in a horizontal
direction. The common center of gravity of myself and this object will
still remain on the same vertical line. Hence, if I have thrown away
the object to the right, say, then my center of gravity (exclusive of the
object) will move to the left, although more slowly than the object,
which no doubt wili have a much smaller mass; however, slowly but
surely I slide off the table. Hence, I can indeed get off the smooth
table, since I will always have something to throwaway, even if it
were only the air that I exhale.

Of course, in reality it is not possible to make a table so smooth that
I could not even crawl on it. It is possible, though, to make the table
so smooth that, when throwing away a not too light object, I will
acquire a horizontal velocity.

VII. SOME OTHER DrNAMIC PROBLEMS

339. ProblelD of the clilDbing lDonkey. A rope is slung round a
fixed pulley (that is, a pulley with a fixed center). A monkey is
hanging on one end of the rope, and on the other end, at the same
height, there is an equally heavy counterweight. Hence, the monkey
and the counterweight can remain hanging without the introduction
of any motion (Fig. 191). Now the monkey starts to climb the rope. By
pulling itself up, it pulls the rope down. This causes the tension in
the rope to increase, and the counterweight to rise, which makes the
monkey go down again. The question is: As the monkey climbs the
rope, does it get any higher relative to the earth, and if so, how fast
does it rise?

In order to facilitate the answer to this question, we neglect the
weight of the rope. For the sake of simplicity, the pulley is thought of
as a perfectly smooth sheave that cannot turn; however, with a well­
oiled and light pulley the experiment would be much more accurate,
since a sheave cannot be made sufficiently smooth. The monkey is
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considered as a material point. This point then moves up along the
rope in a given manner.

As noted above, the tension in the rope becomes greater than the
weight of the climbing monkey. The sheave being perfectly smooth,
and the mass of the rope being negligible, the tension is the same in
both parts of the rope. The forces that act on the monkey from outside
(the external forces, the forces that have no reaction that affects the
monkey) are the upward-directed tension S of the rope and the
downward-directed weight G of the monkey. The counterweight,
which has the same mass as the monkey, is subject to the same forces.
As a consequence, both the monkey and the counterweight rise with
the same acceleration, and hence with the same velocity, and there­
fore they constantly remain at the same relative height. The point of

a a
Fig. 191

the rope where the monkey originally was goes down as fast as the
counterweight goes up, so that this point goes down as fast as the
monkey goes up. Therefore, relative to the rope, the monkey has
covered a distance that is equal to twice the rise of the monkey (and
that of the counterweight) relative to the Earth.

The foregoing shows that the monkey rises, but the distance
covered is half the distance climbed, that is, half the distance that the
monkey would have risen if the top end of the rope had been fixed.
340. Extension of the problelU of the clilUbing lUonkey. Now
let us modify the problem of§339 in the sense that the pulley marked 1
is fastened to a rope which is slung round a second pulley (marked 2
in Figure 192), which is fixed. The other end of the rope that is slung
round pulley 2, carries a counterweight that has the same weight as
the monkey and the first counterweight (that of §339) combined.
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The weights of the pulleys and those of the ropes are neglected. As
long as the monkey does not move, the system is in equilibrium; we
assume, moreover, that the monkey and both counterweights are at
the same height. Now the monkey starts climbing. How quickly does
it rise in this case?

For convenience we again think of the pulleys as smooth sheaves
that cannot turn. Since the weight (and hence the mass) of sheave 1
and of the ropes is neglected, the tension in the rope that runs from
sheave 1 to sheave 2 is equal to the sum 2 x S of the two downward­
directed tensions S that act on sheave 1. Hence an upward-directed
tension 2 x S, and the downward-directed weight 2 x G, are acting
on the second counterweight. These forces are twice as large as those
acting on the first counterweight (or on the monkey). Since the second
counterweight also has a mass that is twice as large, it acquires
the same acceleration as the first one, and as the monkey. Hence the
monkey and both counterweights rise equally fast and remain at the
same relative height. When the three bodies have risen a distance p,
sheave 1 has gone down a distance p. So the rope between the first
counterweight and sheave 1 has been shortened by 2 x p, so that the
point of the rope where the monkey originally was has sunk a distance
of (2 x p) + P = 3 x p. Since the monkey has risen by an amount p,
it has climbed a distance (3 x p) + P = 4 x p. This shows that the
monkey rises, but over a distance that is only a quarter of the distance
climbed.

This result can be obtained more quickly by considering the monkey
and the first counterweight (bodies which rise at the same rate) as one
body that climbs the rope running over sheave 2, with a velocity
equal to half the velocity with which the monkey climbs. Again, the
velocity with which this new body rises relative to the Earth is half
the velocity with which it climbs the rope (running to sheave 2), hence
a quarter of the velocity with which the monkey climbs.

Next we can fasten a rope to sheave 2, pass it round a third (fixed)
perfectly smooth sheave (marked 3 in Figure 193), and hang a counter­
weight 4 x G on the other end of this rope. Then there is a state of
equilibrium as long as the monkey does not move. We assume that the
four bodies are at the same height, and that the monkey then starts to
climb. Neglecting, as before, the masses of ropes and sheaves, the
forces that act on the bodies have been indicated in Figure 193 in a
self-explanatory manner. The third counterweight has a mass that is
four times as great as that of the first one, but it is subject to forces
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that are four times as great. Hence, as the monkey climbs, all bodies
rise with the same velocity. By considering the monkey and the first
two counterweights (G and 2 x G) together, as one body that climbs
the rope running to sheave 3 with a velocity that is a quarter of the
velocity with which the monkey climbs, we find that the velocity
with which the bodies rise relative to the Earth is again obtained by a
halving procedure. Hence, in this case the monkey rises by an amount
that is the eighth part of the distance that it climbs.

It is perhaps more convincing to express the various rises and drops
in terms of the amount p that the four bodies rise. Sheave 2 sinks an
amountp, and the rope between the second counterweightand sheave 2
becomes shorter by 2 x p, so that sheave I sinks an amount (2 x p) +
p = 3 x p. The rope between the first counterweight and sheave 1
gets shorter by (3 x p) + P = 4 x p, so that the point of the rope
where the monkey originally was has sunk an amount (4 x p) +
(3 x p) = 7 x p. Hence, the monkey has climbed an amount
(7 x p) + P = 8 x p.

I t is clear that if a fourth sheave is introduced, the monkey rises still
more slowly relative to the Earth, namely a sixteenth part of the
amount it climbs. And so on; so that in the case of many sheaves the
monkey's climbing does not bring it appreciably higher.
341. Related problem. Round the perfectly smooth sheave 1 (a
pulley in reality) a rope is slung. On one of its ends a weight of P
grams is hanging, and on the other end a lighter weight of Q grams.
Sheave I hangs on a rope which is slung round a perfectly smooth
immobile sheave 2 (a fixed pulley in reality); on the other end of this
rope, a weight ofP + Qgrams is hanging (see Figure 194). The weight
of sheave 1 and that of the ropes is neglected. If the first-mentioned
rope were fixed to sheave 1, then everything would be in equilibrium
if the bodies were released without velocity. However, now that this
rope can slide on sheave I, the weight P moves down and the weight
Q moves up. We ask the question: Will the weight P + Q and the
sheave I still be at rest?

To answer this question, we first take the simpler case where sheave
1 is connected by a rope to a fixed point (see Figure 195). The tension
S (expressed in grams) in the rope which is slung round the sheave has
a magnitude which lies between P and Q. A net downward-directed
force P - S is acting on the weight P, and a net upward-directed
force S - Q is acting on the weight Q. Since both bodies acquire the
same acceleration, P downwards and Q upwards, the forces P - S
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and S - Q are in the proportion of the masses of the bodies, hence as
P to Q. As a consequence, S - Q is less than P - S (since Q is less
than P). Hence, there is a tension 2 x S in the rope on which sheave
1 is hanging, that is, a tension less than P + Q. When this rope is now
slung round sheave 2 as in Figure 194, rather than connected to a
fixed point, the weight P + Q moves downwards and the sheave 1
upwards.
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In the case of the two sheaves 1 and 2, the weights P and Qmove in
such a way that the center of gravity of the combination of the weights
P and Qgoes down as quickly as the weight P + Q. This follows from
the proposition of §334 on the motion of the center of gravity; the
same downward-directed force (P + Q - S - S x P + Q - (2 = S))
is acting on the combination of the weights P and Q. as on the
weight P + Q. Since the combination in question also has the same
mass as the weight P + Q, it follows that the center of gravity of this
combination will get the same acceleration as the weight P + Q.
Hence, if originally the three weights are at the same relative height,
then the center ofgravity of the weights P and Qalways remains at the
same height as the weight P + Q. In Figure 194, where we have taken
P = 2Q, this has been taken into account.

In the problems of this section, the forces remain constant, so that
the motions are uniformly accelerated. In the problems of §§339 and
340 (the ones with the monkey), nothing can be said about the motion.
The tension S introduced there is variable and hence refers to a certain
moment; the nature of the motion depends entirely on what the
monkey does.
*342. Some calculations concerning the problems of §341. In
Figure 195 (P - S)/(S - Q) = P/Q. From this it follows that

S = 2PQ,
P+ Q

so that the tension 2S in the upper rope is equal to P4~%: Hence, in

Figure 194 we must increase the weight of sheave 1 by

P Q _ 4PQ = (P _ Q)2
+ P+Q P+Q

grams to keep it in equilibrium.
Applying the fundamental equation of dynamics (see §328) to both

weights in Figure 195, we find
(P - S)g = Pa, (S - Q)g = Qa,

where g is the acceleration ofgravity, and a the acceleration with which
P moves down and Q up (in cm per sec per sec in each case).

By addition, we find from this that
P- Q

a = ---g
P+Q

In the case of Figure 194, we find (again from the fundamental
equation of dynamics) that when b is the acceleration with which
sheave 1 moves upwards, and a the acceleration with which the weight
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P goes down relative to sheave I, both in em per sec per sec, we then
have the results

(P - S)g = pea - b),
(S - Q)g = Q(a + b),

(P + Q- 2S)g = (P + Q)b.

From this we find the following formulae for the unknowns a, b,
and S:

2(P2 _ Q2)
a = p2 + Q2 + 6PQg,

(P _ Q)2
b = p2 + Q2 + 6PQg,

S = 4PQ(P + Q) .
p2 + Q2 + 6PQ

The accelerations of P (downwards) and of Q (upwards) are given
by

b (P - Q)(P + 3Q)
a - = p2 + Q2 + 6PQ g,

(P - Q)(3P + Q)
a + b = p2 + Q2 + 6PQ g,

respectively.
The accelerations of P (downwards) and of Q (upwards) relative to

the weight P + Q are
4Q(P - Q)

a - 2b = p2 + Q2 + 6PQg,

4P(P - Q)
a + 2b = p2 + Q2 + 6PQg,

respectively.
Hence, these accelerations are in the proportion of Q/P, which

confirms the fact that the center ofgravity of the weights P and Qhas
no acceleration relative to the weight P + Q, hence that this center of
gravity goes down as fast as the weight P + Q.

From the results obtained, we derive the fact that the tension in the
rope slung round sheave I and the accelerations of the weights P and Q
relative to sheave 1 are greater in Figure 194 than in Figure 195.
Hence, the same is true for the acceleration of the weight Q relative
to the Earth. However, the acceleration of the weight P relative to the
Earth is smaller in Figure 194 than it is in Figure 195. We leave it to
the reader to verify this statement.

(The end)
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